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Abstract
This paper illustrates the methodology and architecfor network
addressing and routing in which datagram packetsedb through
mathematical topological nearest node in a clusterpotential
receivers that are being identified by equivaleastohation address
space. Mathematical framework is proposed to impritne Anycast
usage.
Keywords: IP Anycast, Multicast, Mobile 1PV6, Addressing,
Routing.

|. INTRODUCTION

IP Anycast has many attractive features for anyiserthat
involve the replication of multiple instances acothe
Internet. IP Anycast allows multiple instances bé tsame
service to be “naturally” discovered, and requdsis this
service to be delivered to the closest instancaveyer, while
briefly considered as an enabler for content dejiveetworks
(CDNs) when they first emerged, IP Anycast was dskm
infeasible in that environment. The main reasons tfos
decision were the lack of load awareness of IP Asy@nd
unwanted side effects of Internet routing changeshe IP
Anycast mechanism. In this article we re-evalug&e\hycast
for CDNs by proposing a load-aware IP Anycast CDN
architecture. Our architecture is prompted by
developments in route control technology, as wslibatter
understanding of the behavior of IP Anycast in afienal
settings. Our architecture makes use of route aobntr
mechanisms to take server and network load intowtcto
realize load-aware Anycast. We show that the riegult
redirection requirements can be formulated as aefadined
Assignment Problem and present practical algoriththest
address these requirements while at the same tmignb
connection disruptions that plague regular IP AsycaVe
evaluate our algorithms through trace based simoulatsing
traces obtained from a production CDN network.
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I[l. ARCHITECTURE

We propose to implement anycast free of all theviptesly
discussed limitations by means of address-transiati
capabilities provided by the Mobile IPv6 protocdlhese
capabilities have originally been introduced to ldea
communication with mobile nodes while they move amo
various networks. However, we demonstrate thataamealso
exploit these capabilities to implement anycastifiche
general idea is to present an anycast group toliésts as a
single mobile node. The anycast functionality iserth
implemented by informing each client that this t{fious)
mobile node has moved to the location of the achmgicast
node the client is going to communicate with. Samib what
happens in mobile environments, announcing the mewt
causes the client to redirect all its traffic tangg the mobile
node to the new location while keeping the movement
transparent to the client applications. This effety enables
the anycast nodes to jointly service their clievits a single
anycast address. The following section discusse® duasic
aspects of Mobile IPv6, which is the standard proto
designed for mobile communication. Then, we showv ho
selected functions of Mobile IPv6 can be used tplément
versatile anycast.

A. Mobile IPv6

Mobile IPv6 (MIPv6) consists of a set of extensidosthe
IPv6 protocol [19]. MIPv6 has been proposed to é&nany
IPv6 mobile node(MN) to be reached by any other
correspondent nodgCN), even if the MN is temporarily away
from its usual location. MIPv6 assumes that each ihddngs

to one home network, which contains at least on@vd}
enabled router capable of serving dwae agenfHA). Such

an HA acts as a representative for the MN while @way. To
allow one to reach an MN while it is away from homued
connected to some visited network, MIPv6 distingas
between two types of addresses that are assigndtiso The
home addresglentifies an MN in its home network and never
changes. An MN can always be reached at its hordeessl

An MN can also have aare-of addresswhich is obtained
from a visited network when the MN moves to thatwoek.
The care-of address represents the current physetatork
attachment of the MN and can change as the MN moves
among various networks. The MN reports all its aafre
addresses to its HA. The goal of MIPv6 is to ensure
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uninterrupted communication with MNs via their home gimensional
current  nétwor

addresses and independently of their
attachment. To this end, MIPv6 provides two mec$rasi to
communicate with MNs that are away from home. Ting f
mechanism istunneling by which the HA transparently
tunnels the traffic targeting the home addressnoi&l to the
care-of address of that node (see Figure 1a). ihendage of
tunneling is that it is totally transparent to fBNs. Hence, no
MIPv6 support is required from any node other tha MN
and its HA. However, tunneling can also lead to prablems.
First, if many MNs from the same home network aneay
then their shared HA can become a bottleneck. Afsthe
distance between an MN and its home network iselattgen
tunneling can introduce significant communicati@iehcy.

vector (\/1,...,Vp ). The p function
¢(,i =1,...,p, represent the initial conditions, see below. We
note ¢ the p— dimensional vecto(q, ..., ). The p
function IieXt,i =1,...p, represent external factors from
other network areas. We note™ the p — dimensional

ext
vector (1,7,

J={ ‘]ij} ij=l..p

populations i and |, see below. Thep real values

ol %) The px p matrix of functions

represents the connectivity between

h,i=1,...,p, determine the threshold of activity for each

These two problems are addressed by the second GMleJopuIation, that is, the value of the nodes po#nti

communication mechanism, calletbute optimization It
enables an MN to reveal its care-of address toGiiyo allow
direct communication (see Figure 1b). Revealing daee-of
address causes the CN to create a translationnigirmitween
the home- and care-of addresses of an MN. The rgndi
allows the CN to translate between home- and chegldress
in the incoming and outgoing traffic, which enabilles CN to
communicate with the MN directly at its care-of ezkk. This
eliminates the latency introduced by tunneling, afitbads
the HA. Route optimization is slightly less transgd than
tunneling, as the IP layer at the CN is aware ef ¢hrrent
physical attachment of the MN. However, that infation is
confined inside the IP layer, which effectively &#dcareof
addresses from higher-level protocols such as Ti@PUDP.
As a consequence, these protocols use only the laddess
of an MN and the changes in the MN'’s location ramai
transparent to applications running on CNs.

We consider the following anycast field equatiorefirted
over an open bounded piece of network and /or featpace

corresponding to 50% of the maximal activity. Tlgereal
positive valueso, I =1,...,p, determine the slopes of the
sigmoids at the origin. Finally the) real positive values
l,i =1,...p, determine the speed at which each anycast
node potential decreases exponentially towardeigd value.
We also introduce the functio®: R — R, defined by
S(R=[Ja,( x= D)..... I7,— )], the
diagonal px p matrix L, = diag(l;...,I,).Is the intrinsic
dynamics of the population given by the linear ceme of

and

d d
data transfer(aﬂi) is replaced b)(aﬂi)z to use the

d
alpha function response. We uﬁ%—tﬂi) for simplicity

although our analysis applies to more general risiti
dynamics. For the sake, of generality, the propagalelays

Q O R®. They describe the dynamics of the mean anycast @fre not assumed to be identical for all populatitresice they

each of p node populations.
(S HMEN =3[, 08I (=5 (177 =h, T

+ Iiext(r ,t),
Vil =g(r)

: @
t20,I<i<p,

tO[-T, 0]

We give an interpretation of the various parametans!

functions that appear in (XD, is finite piece of nodes and/or
feature space and is represented as an open bosetiexf

R? . The vectorr andr represent points in Q . The
function S: R- (0,1) is the normalized sigmoid function:

(9= @

1+e™
It describes the relation between the input rate of

population i as a function of the packets potential, for

example,V, =v = o (Y- H]. We noteV the p-
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are described by a matri(r,r ) whose element; (r,r)is

the propagation delay between populatign at r and

populationi at r. The reason for this assumption is that it is

still unclear from anycast if propagation delayse ar

independent of the populations. We assume for teahn
—2

reasons thatr is continuous, that i JC°(Q", R”™P).

Moreover packet data indicate thatis not a symmetric

function i.e., 7; (r,r)#7, ( ;' ), thus no assumption is

made about this symmetry unless otherwise statedrder to
compute the righthand side of (1), we need to kiteevnode
potential factorV on interval[—T,0]. The value ofT is

obtained by considering the maximal delay:
I,= max r,,(r) 3

i,j(rr0QxQ)

Hence we choosd =T,
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Figl.1 Theha‘Uery load per anycast and unicast node

B. Versatile Anycast

Our anycast implementation exploits the fact thabié IPv6
decouples home- and care-of addresses, effectatewing
for the traffic directed to the former to be traasmtly
redirected to the latter. This comes close to thgcast
communication model, in which traffic sent to theyeast
address of an anycast group is routed to the aderbf some

anycast node within that group. Recall that ouutsoh causes

each anycast group to appear to its clients as Bin Me

anycast addresX of that group then becomes the home
address of that fictitious MN. The addresses ofcasynodes

within the group, in turn, act as care-of addresseshich the
traffic can be redirected. By disclosing differecare-of
addresses to different clients, the anycast grampoonvince
different clients that the MN has moved to differéocations
(see Figure 2). Note that the client's higher @port and
application) layers retain the illusion that theymomunicate
with the one and only node holding address as the
translation between homeand care-of addressesfied in
the network layer. We implement the above commuitna
model in two steps. First, we make sure that amfidr
targeting the anycast address reaches one giverasingode
within the respective anycast group. Second, weblenthat
node to transparently handoff clients to other asyaodes
within the group. Realizing these two steps allouss to
implement versatile anycast, as we explain next.

C. Anycast Address

Constructing an anycast group requires creatingartgcast
address first. Such an address should be independdehe
group composition, as the composition may changeangt
moment. We achieve this independence in two stagest,
we allow the anycast address to be provided byaygast
node within the group, as IPv6 enables any nodgetterate
new IP addresses and attach them to its netwoskfaue.
Second, we ensure that the anycast address remaiios
despite changes in the group composition by allgvitrio be

taken oveby any other anycast node as necessary. We refer to

the anycast node holding the anycast address gfdtgp as a

contact nodeTo enable the anycast group to move its anycast

address at will, the contact node registers thdtess$ with its
HA, which results in a secret key being shared betwthe
contact node and the HA. The contact node shawskey

with somebackup nodewithin the group so that each of them

can impersonate the contact node. Impersonatingiesnaach
backup node to take over the anycast address baceohtact
node has left the group, which causes the HA tadlall the
traffic targeting the anycast address to the baclage. Doing
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so preserves the reachability of the anycast addissll the
traffic addressed to the anycast group keeps arhieg some
anycast node. Although the anycast address is taives the
performance of anycast communication might stilhtaut to
be poor because extensive tunneling to the newacbnibde
can overload the home agent and introduce commtimnca
latency. These limitations are addressed by roptienization
wherein the care-of address of an MN is revealed ©N,
allowing for direct communication between them.c®ireach
anycast group appears to its clients and HAs asgtes

regular MN, it can also use route optimization, siag the
clients to communicate directly with the contactl@asing its
actual address. This results in the performancerofcast
communication remaining optimal. Note that the asyc
group can prevent the contact node from becomipgtential
single point of failure by providing multiple anystaaddresses
and registering them in the DNS. In that case,ediffit
anycast addresses can be handled by different singodes,
each acting as a contact node for its respectivcaah
address. Since these addresses never change,ahesafely
be registered in the DNS for a long time. Furthetaids of our
anycast address implementation can be found in the
accompanying technical report [31].

D. Mathematical Framework

A convenient functional setting for the non-delayeakcket
field equations is to use the spate= L*(Q, R?) which is a
Hilbert space endowed with the usual inner product:

p
(V.u). =x [ MU (ndr @
i=1
To give a meaning to (1), we defined the historyacep
C=C°([-7,,0l, F) with |@=sunq, of@t)F.

which is the Banach phase space associated wititiequ(3).
Using the notationV,(8) =V(t+8),80[-1,,0], we

write (1) as

V(R =-LV()+ L)+ P,

(2)
V, =¢0C,
Where
L:C- F,
¢aLJ@OﬂLﬂ(er
the linear continuous operator satisfying

||L1|| < ||J||L2(QZ’Rpxp). Notice that most of the papers on this

subject assum& infinite, hence requiring’,, = .

Proposition 1.0If the following assumptions are satisfied.
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1. JOL(Q% R, implies that[lt >0,V (t)[] B, . Finally we consider the case
2. The external current ™ OC°(R, F), V(0)OCB, . Suppose that [t >0V (t)0 By, then
7 oo d : :
3. rOC(Q%R p),SUIOQ—Z I=T, Ot > O,a”\/”i <-20, thus ||V(t)||F is monotonically
Then for any @UIC, there exists a unique solution gecreasing and reaches the value of R in finitee timhen
V O CY[0,»), F)n C°([-7,,,%, F) to (3) V(t) reachesdB;. This contradicts our assumption. Thus

Notice that this result gives existence &), finite-time LT >0|V(T)U B;.

explosion is impossible for this delayed differahg&quation.

Nevertheless, a particular solution could grow firdely, we  proposition 1.1 : Let S andt be measured simple functions
now prove that this cannot happen. X _
on - for EEM, define

E. Boundedness of Solutions

A valid model of neural networks should only feattwounded AE) = IE sdu @

packet node potentials.
Then # is a measure oM .

Theorem 1.QAll the trajectories are ultimately bounded by the J'X (s+t)du= J'X S qu_,_J'x tqu (2)

same constanR if | =max__, |l X‘ <o,
Pir ( F Proof : If S and if E, E,,... are disjoint members d¥
Proof :Let us defined f:RxC- R as \nose unionisE, the countable additivity of/ shows that

def d V2 n n )
(V) =(-LV )+ LS+ F(9, (Y), =§df AE)=2 au(An B=2a) u(An E)
We notel =min,_; 1, :gia’u(A ) Erl):l: :;(Er)

feV) -1V O] +(/pfa]| 3, + DIV,

. Also,¢(¢) =0, SO that¢ is not identicallyo .
Thus, if

Next, let S be as before, lef3,, ..., 3, be the distinct values
V()| >27Vp‘Q"HJHFHd—efR, f(t )<—IRZ 2_5<0 of tand letB, ={x (3 —1,8} r; E.=AnB, th
2 | = )< = ’ j Tk =P i =ANB, the

2
[ (s+tydu=(a+B)uE)
Let us show that the open route lef of center 0 and radius :

R, B, is stable under the dynamics of equation. We knov@nd J.E- Sd,U"'J.E tdu=au(E)+B u(E) Thus (2)
I} 1
that V() is defined for allt 2 0s and thatf <0 on 0Bz,  noids with E, in place of X . Since X is the disjoint union

the boundary ofB;. We consider three cases for the initial of the setsE;, (1<i<n,1< j<m), the first half of our
ij =1 = ) = - 1

conditon V. If Mo|. <R and set  proposition implies that (2) holds.

T =sup{t |UsO[0,t],V(9L B}. Suppose thal [ R,

thenV/ (T) is defined and belongs IB_R, the closure ofBy, Theorem 1.1: If K is a compact set in the plane whose

_ complement is connected, if is a continuous complex
because B is closed, in effect tdBg, we also have fynciion onK which is holomorphic in the interior of , and if
d >0, then there exists a polynomiaP such that

—V|E b= F(T,V;)< =<0 becauseV(T) 0B, g

dt |f(Z) = P(Z)|<€ forall z2K If the interior of K is

Thus we deduce that fore >0 and small enough, empty, then part of the hypothesis is vacuouslisfiad, and
V(T + &) 0 B, which contradicts the definition of T. Thus the conclusion holds for ever§ £C(K) . Note that K need

TOR andB_R is stable. Because f<0 @B,V (0)[J0B, to be connected.
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Proof: By Tietze's theorem,f can be extended to a 69/ .
continuous function in the plane, with compact sarppWe or
fix one such extension and denote it again foy For any

0>0, let aO) be the supremum of the numbers

|f(22)_ f(21)| Where z, and Z, are subject to the Since f and A have compact support, so dd®s Since

Now define

o@)=[[ (=) Ak =[] A20) ) dd (1D
R? R

conditi0n|Z2 - 21| < 0. Since f is uniformly continous, we d(2)- (2

have I(}rﬂ)a(é) =0 (1) From now on,0 will be :J.J.[f(Z_Z) ~H(2] Ad) F & (12)
fixed. We shall prove that there is a polynomial such that R?
And A({)=0 if |{|>d, (3) follows from (8). The

difference quotients of A converge boundedly to the

|T(2)- P(9[<10,000w@) (2 K) (2
By (1), this proves the theorem. Our first obiextis the

, corresponding partial derivatives, sinéE‘C(;(Rz). Hence
construction of a functio®£C_(R?), such that for allz

the last expression in (11) may be differentiatediar the

| f(2) —d( z)| < w(9), (3) integral sign, and we obtain
00)2) < 2w(5) @ (0)(2) = [[@A(z=) f({) & dy
And =[] f(z-0)OA) & o

0@=—=[[q 0 ¢=¢rn. ©
my (-2

Where X is the set of all points in the support & whose
distance from the complement & does notd . (Thus X
contains no point which is “far withinK .) We construct®
as the convolution off with a smoothing function A. Put that @ has continuous partial derivatives, if we can stioat

=[[[f(z-0) - (AOKD Edp  (13)

The last equality depends on (9). Now (10) and ¢ig2 (4).
If we write (13) with®, and® in place ofd0®, we see

a(r)=0if r >9J,put 0P =0 in G, where G is the set of allz£K whose
distance from the complement & exceedsd. We shall do
r2 this by showing that
a(r)-ﬂa_z( > 2 (0<sr<9), (6) ®(2)=1(2 (zQ; 14)
And define Note thatdf =0 in G, since f is holomorphic there. Now
A(2) = a(| #) (7) if z€G, thenz—{ is in the interior ofK for all { with

For all complexz. It is clear thatAEC'C(RZ) . We claim that |Z|<5‘ The mean value property for harmonic functions

therefore gives, by the first equation in (11),

A:]., 8 g ’
j ®) ®@) = A f(z-re") &
f 0A=0, () =27t (z)jo"a(r)rdr: t@f A= 12 @9
R
”| Al __<_ (10) For all Z & G, we have now proved (3), (4), and (5) The
156 o' definition of X shows thatX is compact and thaX can be

covered by finitely many open disds,,...,D, , of radius
The constants are so adjusted in (6) that (8) ho{@ompute
the integral in polar coordinates), (9) holds siynipécauseA
has compact support. To compute (10), expdsn polar

coordinates, and note thg%e =0, polygonal path inS? — K. It follows that eachD; contains a
compact connected sEj, of diameter at leas?d, so that

20, whose centers are not ifK. Since S*- K is

connected, the center of eaElhj can be joined teo by a
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— E is connected and so thd n E; =@  with

I =20. There are functiong;€H (S - E) and constants

b, so that the inequalities.

50
Q.9<, (16)
1 | 4,000
Q({,9- < 17)
7722 ¢
Hold for z[J E; and { U Dy, if
Q. 2=9g(2+([-b) dg( 2 (18)

Let Q be the complement o, ...l E . ThenQis an
open set which containsK. Put X, =Xn D and
X, =(XnD)-(X0..0 X_,), for 2< j<n,

Define

RC,2=Q(, 2 (X%, 2Q)  (19)
And
F(2)= S [[(00)RE. D& & (20)
T X
(z € Q)
Since,
F@=X [[OOQC 3 d, (2

(18) shows thatF is a finite linear combination of the

. 2
functions g; and gj .
(5) we have

IF(2)- (2| < 249

s jxjmz,z)

-1 jdeay (ze Q) (22)
z-¢

Observe that the inequalities (16) and (17) arelwsith R in
place of Q; if { &£ X andz & Q.Now fix z& Q., put

Hence FEH (Q). By (20), (4), and

{= Z+pé6, and estimate the integrand in (22) by (16) if
P<43, by (17) if 45< p. The integral in (22) is then X7X? = X" [ a, and soA satisfies the conditioff[) .

seen to be less than the sum of

50 1 ‘
2nj0 (F+;]pdp 8081 (23,
And
2
2nj454 00® odp=2,0000 . (24

209

Hence (22) yields
IF(2)-®(2|<6,006) (ze Q) (25
Since F e H(Q), KO Q, and S*- K is connected,

Runge’s theorem shows thaf can be uniformly
approximated orK by polynomials. Hence (3) and (25) show
that (2) can be satisfied. This completes the proof

Lemma 1.0 : Suppose f&C (RP), the space of all

continuously differentiable functions in the planwith
compact support. Put

@

Then the foIIowing ‘Cauchy formula” holds:

(Z—E+I/7) (2)

Proof: This may be deduced from Green’s theorem. However,
here is a simple direct proof:

Putd(r,8)=f (z+re®), r>0,6 real
If £ =z+ rd?, the chain rule gives

1 4/ 0 10

o)) ==6€?| —+—— |p(r,6 3
(9)(¢) =3 {ar rae}b( ) )

The right side of (2) is therefore equal to theitjas & — 0,
of

1o c2n(0¢ i 0
EL Io (_+__

4
o r 06 “)

jdé?dr

For eachr >0,¢ is periodic ind, with period 277. The
integral 0f0¢/69 is therefore 0, and (4) becomes
1 9
dH dr=— £,6)dg 5
o[, 98]~ j #(£.6) (5)
As &€ - 0,¢0(£,0) > f (2) uniformly. This gives (2)

if  X90Oa then

XPOK[ X, X, ]

and

Conversely,
QeXND dX)=> ¢ X7
atA aun a.B

and so if A satisfies(0) , then the subspace generated by the

( finite sums

monomials X?,a@ ] a, is an ideal. The proposition gives a

classification of the monomial ideals k\[ Xl,...Xn]: they
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are in one to one correspondence with the subets [] n THEOREM 1.2. Everyideal a in k[ Xl,..., Xn] is finitely
satisfying () . For example, the monomial ideals Iﬂ'[ X] generated; more precisel@=(g,,...,d, ) where g, ..., 0,

are exactly the ideal{X"), N=1, and the zero ideal are any elements d whose leading terms generdtd (a)
(corresponding to the empty 9&). We write<X” |a O A> PROOF. Let f [Ja. On applying the division algorithm,

we find
for the ideal corresponding tA\ (subspace generated by the
X° ala) f=ag+.+tag+r, & r0KX,..,X]

where eitherr =0 or no monomial occurring in it is divisible
LEMMA 1.1. LetS be a subset ofl ". The the ideain oy any LT(g). Butr =f _Zai g, Ha, and therefore
generated by X?,ad0S is the monomial ideal LT(r)OLT(a)=(LT(Q),...,LT(qQ)) . implies that

corresponding to every monomial occurring inf is divisible by one in
df

A:{,BDD "|B-aO0", somexD] ;)5 LT(g).Thusr =0,andgl(g,.... Q).
Thus, a monomial is i if and only if it is divisible by one
ofthe X*,a] S

PROOF. ClearlyA satisfies(D) “anda O < X? | B0 A> ideal @& is a standard (Grobner) bases fora if
(LT(g),....LT(g))= LT(8. In other words, S is a
standard basis if the leading term of every elensn@ is
divisible by at least one of the leading termshef @; .

DEFINITION 1.1 A finite subsetS={ g, ..., g} of an

Conversely, it SA, then S—a 00" for somea 0S,
and X? = X?X#™“ [0 a. The last statement follows from
the fact that X*|X? < f-aO0" . Let AOD"
satisfy(D) . From the geometry ofA, it is clear that there is THEOREM 1.3 The ringK[ X,, ..., X.] is Noetherian i.e.,
a finite set of element§={a’1,..a’s} of Asuch that €Veyidealis finitely generated.

AI{,BDD "|B-a, 002, somea, [ ? (The a;'s  PROOF. For n=1, K[ X] is a principal ideal domain,

df which means that every ideal is generated by siatgment.
are the comers ofA) Moreover, a:< X7 a0 A> is  We shall prove the theorem by induction Bn Note that the

obvious map K[ X,,...X ][ X]] - Kk X... X] is an
isomorphism — this simply says that every polyndnfiain
DEFINITION 1.0. For a nonzero ided in k[ Xy Xn] N variables X,,...X, can be expressed uniquely as
,we let (LT (@) be the ideal generated by polynomial in X, with coefficients ink[ X, ..., X, ]:

(LT(f)| f04) (X3 X0)= 8 (% X)X+ o 3 (XX

Thus the next lemma will complete the proof

generated by the monomial “ ,a,8S.

LEMMA 1.2 Let & be a nonzero ideal irk[ Xy Xn] ' LEMMA 1.3. If A is Noetherian, then so also & X]

then (LT(@)) is a monomial ideal, and it equals PROOF. For a polynomial

(LT(9),....LT(9g,)) for somegq,,...,g, 0 a.

PROOF. Since(LT(a)) can also be described as the ideal

generated by the leading monomials (rather thanighding ' is called the degree of , and &, is its leading coefficient.
terms) of elements odL. We call 0 the leading coefficient of the polynomi@l

Let @ be an ideal inA X] . The leading coefficients

f(X)=g,X"+aX*+..+a, al A az0,

of the polynomials ina form an ideala in A, and since
Ais Noetherian,a' will be finitely generated. LeQ,,...,J,,
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be elements oL whose leading coefficients generaié and

let r be the maximum degree @, . Now let f Oa, and
suppose f has degrees>r , say, f =aX®+... Then
alla , and so we can write

a=> ha, bO A

a =leading coefficient of ;g

Now

f->bg X", r=deg(g )has degree<deg(f ).

By continuing in this way, we find that
f=f mod(g, ,..0,, , With f, a polynomial of

degreet <r For eachd <r, let 8, be the subset ofA
consisting of 0 and the leading coefficients ofpallynomials
in a of degreed; it is again an ideal in A . Let

(O FETREPY ¢ My be polynomials of degreé whose leading

coefficients generat@,. Then the same argument as above

shows that any polynomiafd in & of degreed can be

written f, = f,_; mMod@yy,--Gg . ) With fy_, of

communicate with the client using these connectams does
not reset them. Depending on the application, #mesmight
hold for the application-level state of the clie@Gtur anycast
implementation provides anycast nodes with theitgbtb

exchange all such state information as necessauthd¥
details of how this is done can be found in [31].

Fig 1.2 Query Load Distribution

IIl. IMPLEMENTATION CHALLENGES

degree< d —1. On applying this remark repeatedly we find We address a number of practical considerations ttier

that f, 0(Q,110+-Or-1m , ++- o1+ Yom, , HENCE

f, D(gl,...gmg,_lvl,...g_lm_1 vees Q015+ Oom,
and so the polynomialg,, .- Qom, generated

F. Anycast Traffic Handoff

Our implementation of the anycast address enshegsatl the
client traffic reaches the contact node. Howevhis nhode
should not handle all the traffic by itself. It théore needs a
mechanism that allows it to transparently handuwdftraffic to
other anycast nodes, which later may transpardathd it off
again. We refer to the anycast node that handa ofitnt as a
donor, and to the anycast node that takes over thetd®m@n

algorithm design and parameter selection in realevo

deployments in this section.

A. Demand Estimation

Our MIP formulation needs the demand for videosadmpute
placement. This, however, is not known a priorir @oproach
is to use the recent history (e.g., the past 7)days guide to
future demand for the videos. We use this histera@ input
to our formulation. While history is available faxisting
videos, new videos are added to the library coatlgu
Further, from our analysis, we find that many sumwly
added videos receive a significant number of reiguésence
we also need to address the problem of placememteof
content into the system. While demand estimatiansfach

acceptor Recall that address translation in MIPv6 isnew videos is an active area of research [2, 1d]omyond the

performed according to bindings created during NslFPeute
optimization. As we discussed in the previous se¢tanycast
groups already exploit this mechanism to estabtigiect
communication between contact nodes and their tslien
However, since route optimizations are performepbssely
for each client, the anycast group can also use tteehand
off individual clients between any pair of anycasides. To
this end, the anycast group carefully mimics tigmaling of a
mobile node performing route optimization. Switahithe

scope of this paper, we use a simple estimatiaiegfy. It is
based on the observation that a significant nundfethe

newly added videos belong to TV series, and thd¢as from
a TV series exhibit similar demand patterns. Figupresents
the daily re- quest count for different episodesgfarticular
series show during one month. Although there is eswari-

ation, we observe considerable similarity in thejuest
volume for each episode of the series. For instamtéhe day
of release, episode 2 was requested around 70@3,tiamd

network traffic alone might not be enough, as manyepisode 3 around 8700 times. In osystem, we base our

applications communicate with their clients usingtesul
connections such as TCP. In that case, the donst pnavide
the acceptor with the state of all the network @mtions
opened by the client, so that the acceptor caniragntto

211

demand estimate for a new episode of a TV serieshen
requests for the previous week’s episode of theesaermies
(e.g., request pattern of episode 2 is used asrtbmstimate
for episode 3). We show the effectiveness of oymragch in
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Section 7.8. We use another simple estimationegjyafor  untyped A -calculus, any term may appear in the function
block- buster movies. From exogenous informatioh {#¢  position of an application. This means that a mddeif the
assume that we are informed of a list of blockhustevies A -calculus must have the property that given a terwhose

e.g., 1-3 movies each week). Then, we take theaddm . . . . .
E]is?ory of the most popular moz/ie in the pre- viowsek and interpretation is d 0D, Also, the interpretation of a

use it as the predicted demand for the blockbustaries that functional abstraction likeAX . X is most conveniently
are released this week. Complementary caching: VW  defined as a function fronDtoD , which must then be
shows and blockbuster movies account for the nigjaf

requests for new videos — series episodes accounnore  egarded as an elementdf Let ¢/ :[D - D] - D be the
than half of the requests for new releases — wedsinot  function that picks out elements Bfto represent elements of

have a demand estimate for the remaining new vifi@osic [D D] and @D [D D] be the function that
videos, unpopular movies, etc.). Our current systeses a - i b

small LRU cache to handle load due to new relefiseshich  maps elements ob to functions ofD. Since /(f) is

we do not have estimates. This cache also handles . .
. ) ; : intended to represent the functidn as an element db, it

unpredictable popularity surges to some videoslwis often

why LRU caches are used). makes sense to require thap(/(f))=f, that is,

Yoy = id[DﬂD] Furthermore, we often want to view every

B. Time-varying demand element ofD as representing some function frdnto D and

We observe that the request pattern changes dgitéicantly  require that elements representing the same funbioequal
over time, both in aggregate intensity and —thatis

its distribution over the individual items in thiorary. For Y(g(d)=d
instance, users typically make significantly mogequests on
Fridays and Saturdays, while the traffic mix durihg peak Ofr
intervals on those two weekend days are quite reifie The wop=id
bandwidth required to serve these requests will $=10p
correspondingly vary when they are served from temo The latter condition is called extensionality. The®nditions
VHOs. The placement should be able to handle shalnge together imply thatpand{y/ are inverses--- that i) is
and still satisfy the link constraints throughohie tentire time  jsomorphic to the space of functions fr@ro D that can be
period that the placement would remain before itres
evaluated. While accounting for link utilization ali times
(e.g., each second during a 7-day interval) mighdrgntee .Let us suppose we are working with the untyped
that we never exceed the link constraint, it makesproblem A —calculus , we need a solution ot the equation
computationally infeasible as the number of linkndaidth . .
constraints (6) is proportional to the number afdislices in D DA+[ D - D]’ where A is some predetermined
[T |. We find that the demand during non-peak misridoes domain containing interpretations for elementsCof Each
not overload any links. Therefore, we identify aywemall element ofD corresponds to either an element/ofor an
number of peak de- mand periods (typically, we [JS¢=2)  glement of[D - D], with a tag. This equation can be
for which to enforce the link constraints. Pickitige size of o ) . ,
time window to compute load is also critical. If yick a  Solved by finding least fixed points of the functio
small time window, we may not capture the repres¢éine  F(X)= A+[ X - X] from domains to domains --- that
load and hence will not place videos appropriatélywe usea )
large window, we may considerably over-provisiopazity IS finding domainsX such thatX DA"‘[ X - X], and
for our MIP to become feasible. such that for any domaivi also satisfying this equation, there
is an embedding of to Y --- a pair of maps

the interpretations of functional abstractiowB:D[D - D]

C. Placement Update Frequence

Another consideration is the frequency of impleméng a
new placement using our algorithm. While updat-iogr
placement more frequently allows the system to mdap Such that
changing demands and correct for estima-tion ermose fRof = idx
gracefully, each update incurs over- head, botboimputing

the new MIP solution and mi-grating the content. fofRfO id,

Where f [1g means thatf approximates in some

ordering representing their information contente ey shift
of perspective from the domain-theoretic to the engeneral

f
x [ vy
£R

One of the great successes of category theory mpuater
science has been the development of a “unifiedrified the
constructions underlying denotational semantics. the
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category-theoretic approach lies in considerfhghot as a
function on domains, but as fanctor on a category of
domains. Instead of a least fixed point of the fiomg F.

Definition 1.3: Let K be a category andF : K - K as a
functor. A fixed point ofF is a pair (A,a), where A is K-

object and a: F(A) -~ Ais an isomorphism. A prefixed
point of F is a pair (A,a), where A iskxobject and a is any
arrow from F(A) to A
Definition 1.4 : An w—chain in a categorK is a diagram
of the following form:

f
A=D, D
Recall that a cocong/ of an w—chainA is aK-object X
and a collection of K—arrows{/,li D - X]i2 O} such

o fl f2

D

- Y1 -

that t4 =f,,0f for all i=0 . We sometimes write

KA - X as a reminder of the arrangement pf S
components Similarly, a colimit/: A — X is a cocone with

the property that iV : A — X' is also a cocone then there
exists a unique mediating arrok/: X — X such that for all
i=0, WV, = kOM . Colimits of w—chains are sometimes

referred to agv— colim its. Dually, ana” —chain in K
is a diagram of the following form:

fo f; f
A=D, _D, _D

«— 1 «—

A cone (: X - A of an

 —chain A is ak-objectX and a collection oK -arrows
{#:D |i= @ such that for ali 20, 14 = f 04,,. An
¢® -limit of an o/ —chain A is a coney/: X - A
with the property that itV : X — Alis also a cone, then there
exists a unique mediating arrok: X — X such that for
all 1 20,40k=V, . We write [J, (or just ) for the

distinguish initial object oK, when it has one, andl»> A

for the unique arrow froni] to eachK-object A. It is also
fl f2

convenient to writtA" =D, _, D, _, .....to denote all of

A exceptD, and f,. By analogy,t/ is {,1,1i i 2]} . For

the of A and 4 under
F(fo) F(f.) F(f2)

F(A)=F(D,) . F(D) L, F(Dy)
and F (1) ={F(1)1i=20
We write F' for thei-fold iterated composition df — that is,

Fo(f)=f,F(f)=F(f),F*(f)=F(F(f))

images F we write

,etc.
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With these definitions we can state that every momic
function on a complete lattice has a least fixeth{po

Lemma 1.4. LetK be a category with initial objedt] and let
F : K - K be a functor. Define thev—chainA by

10 F(0O) F(O-F(O) F2(10-F(D)
A=0 _, F(O) _, FX(O) _ e
If both :A - D and F(u):F(A) - F(D) are
colimits, then (D,d) is an intial F-algebra, where

d: F(D) - D is the mediating arrow fronk (%) to the

coconeld”

Theorem 1.4 Let a DAG G given in which each nodea is
random variable, and let a discrete conditionalbphility
distribution of each node given values of its ptsen G be
specified. Then the product of these conditionatriiutions
yields a joint probability distribution P of the nables, and
(G,P) satisfies the Markov condition.

Proof. Order the nodes according to an ancestral ordeliety.
X, X, X, be the resultant ordering. Next define.

POG %)= R pa) R | Ra)-
P | p3)Rx| pa),

Where PA is the set of parents ofX; of in G and
P(x | pa) is the specified probability
distribution. First we show this does indeed yigldjoint
probability distribution. Clearly,0SP(X,X,,...X )< 1 for

all values of the variables. Therefore, to showhage a joint
distribution, as the variables range through adlirtipossible
values, is equal to one. To that end, Specifiedditimmal
distributions are the conditional distributionsytheotationally
represent in the joint distribution. Finally, we osh the
Markov condition is satisfied. To do this, we nesttbw for

1<k<n that

P(pg)#0,if P(nd | pg)# 0
whenever and R x| pg)# 0

then Rix| nd, pR)= R pa.
Where ND, is the set of nondescendents Xf, of in G. Since
PA O ND, ,
P(x Ind)= R x| pa). First for a giverk, order the

nodes so that all and only nondescendentXpprecedeX,

conditional

we need only show

in the ordering. Note that this ordering dependkqrwhereas
the ordering in the first part of the proof does. iitlearly then
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ND, ={ X;, X,, ... Xo}
Let
D =

k {Xk+1yxk+2,....xn}
follows de

We define the m™ cyclotomic field to be the field
Q[X]/(CDm(X)) Where ®_(X) is the m" cyclotomic
polynomial. Q[x]/((Dm(x)) ®_(X) has degreeg(m)
over Q since @ (X) has degreegg(m) . The roots of
®_(X) are just the primitivem" roots of unity, so the
complex embeddings oQ[X]/(qu(X)) are simply the
¢(m) maps
0,:Q[{/(®, () > G
1<k=<m,(k,m=1 wher

o, () =&,
fm being our fixed choice of primitivdmth root of unity. Note
that &XOQ(E,) for

Q(&,) =Q(&) for all Kk relatively prime to m . In
the the O,

every k; it follows that

particular, of coincide, so

Q[X]/(CDm(X)) is Galois overQ. This means that we can
write Q(&,,) for Q[x]/((Dm(x)) without much fear of

ambiguity; we will do so from now on, the identtion being

images

LEMMA 1.6 Ifmand Nare relatively prime, then
Qi €0)= QS o)
and
Q) N AS)=Q
(Recall the Q(¢.,¢,) is the compositum of

Q(¢) and Q<) )

PROOF. One checks easily th§t&, is a primitive mri"root
of unity, so that

Q) U A€ )

[Q( &) : Q<[ Q¢ Q[ Q<L G
=p(mg(n) =g(mn);
[Q(&mn) - Q] = A(mn);
Q. ¢,)=Q(¢,,) We know thatQ(¢,,<,) has degree

@(mn) over Q, so we must have

[Q(& €0 : QAED] = 4()

Since this implies  that

and

[Q(,.€,) QA& = (M)

[Q(&): QA& N AEY] 2 (M)
And thus thatQ(&,) N Q(¢,) = Q

PROPOSITION 1.2 For anfnand N

Q& E)=QE, )

fm > X.One advantage of this is that one can easily talkyq4

about cyclotomic fields being extensions of onetlargor
intersections or compositums; all of these thingjset place

considering them as subfield &. We now investigate some
basic properties of cyclotomic fields. The firsfug is whether
or not they are all distinct; to determine this, meed to know

which roots of unity lie inQ(¢,,) .Note, for example, that if
mis odd, then—¢is a 2m" root of unity. We will show that
this is the only way in which one can obtain anyHmth
roots of unity.

LEMMA 1.5
Q<)

PROOF. Sincef%‘ =¢&,, we have &, JQ(¢,), so the
result is clear

If mdividesn, thenQ(¢,,) is contained in

214

Qém) N QAS) = QA y);

here[m, n] and (m, n) denote the least common multiple and
the greatest common divisor 8fland n, respectively.

writem= ... and g .... f where the
p are distinct primes. (We allo® Or f to be zero)

PROOF.
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Q&) =QE,L)QE,L)-QE L)

and

QAE)=QAE,)QE,)-QE, L)

Thus

Q& &) =QAE L) Q€. QE, 1 )-QE, )
=QU )AL, QAL
=QUE ) QE o)

= Q(Eplnax(ei‘fl) ........ Hmax(%,fk >)
= Q&)
An entirely similar computation shows that

Q(ém) N Q¢r) = QA p)

Mutual information measures the information transfé
when X is sent andy, is received, and is defined as

)
bits

P(S

(%, y)=log, — %

1
P(x) @

In a noise-free channedach Y,is uniquely connected to the

PO )= POV VRN = RV R
Py =% AL R

PO =X ROV, D RY)

Then

(X, Y) =3 P(x, )

=S'p |
Z (X, y)og{P( J

1
=> P(x., ¥;)log,| ———
i.j )ﬂ
W/Q
ZP(X y)log{P( J

- X _1
Z{P(Aj)P(y")}logz P(x)

correspondingX , and so they constitute an input —output pairZ P(XNOQZ P()ﬁ) = H(X)
I

(%, ) for which
P(Xi y )=land I(x, ¥ )=log,
i

bits; that is, the
P(x)

transferred information is equal to the self-infation that

corresponds to the inp§ In a very noisy channel, the output

1(X,Y) = H(X)= H(*()

Where H(%) >, PO, %)log, (): ) is

usually called the equivocation. In a sense, thﬂaveqation

Y. and input X would be completely uncorrelated, and socan be seen as the information lost in the noisyohl, and is

p(%}): P(x) and alsol (X, Y; )=0;that is, there is no
i

transference of information. In general, a givearatel will
operate between these two extremes. The mutuainiation
is defined between the input and the output ofvamgichannel.
An average of the calculation of the mutual infotiow for all
input-output pairs of a given channel is the averagutual
information:

P} y, | bits per
P(x)

(X, Y) =2 P(x, ¥) I(x y)=2, Rx y)log,
ij ]

symbol . This calculation is done over the inputl autput
alphabets. The average mutual information. Theov¥dtg
expressions are useful for modifying the mutuabiinfation
expression:

215

a function of the backward conditional probabilitfhe
observation of an output symbol Y provides
H(X)-H (%) bits of information. This difference is the

mutual information of the channeMutual Information:
PropertiesSince

PCY; POy = R/ R

i

The mutual information fits the condition

1(X,Y) = I(Y, X)

And by interchanging input and output it is alagetthat
1(X,Y)= H(Y) = H(Y4)

Where

I JESPR
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H =X Aylog: oo

This last entropy is usually called the noise gmgrarhus, the
information transferred through the channel is diféerence
between the output entropy and
Alternatively, it can be said that the channel mltu
information is the difference between the numberbdf
needed for determining a given input symbol befarewing
the corresponding output symbol, and the numbembitsdf
needed for determining a given input symbol afteowing
the corresponding output symbol

1(X,Y) = H(X)= H(%()

As the channel mutual information expression isfeernce
between two quantities, it seems that this parancete adopt
negative values. However, and is spite of the tfzatt for some

Y;, H(X/y,) can be larger tharH (X) , this is not
possible for the average value calculated ovehalbutputs:

PCY/)
Y; P(x, y)
P(x, y)log, =% P(X, y)log,— "
LPO6 Y106 ~p =2, PO ylog, oy s
Then
—I(X,Y):ZP(>I<,M)—P(X)P(yj)so
ihj

P(X, ¥)

Because this expression is of the form

> Riog,(3)<0

i=1

The above expression can be applied due to theorfact
P(x) P(y), which is the product of two probabilities, so

that it behaves as the quant@, which in this expression is

a dummy variable that fits the conditici:i Q <1l.itcanbe

concluded that the average mutual information isam-
negative number. It can also be equal to zero, vtherinput
and the output are independent of each other. Atael
entropy called the joint entropy is defined as

HOG) =3 ROG Y)I0g s

PO A(Y)

= P(x, y)I >
ZJ] (%, )log POLY)

1
P(X, y,)I0g, ————
*2 POy log e

Theorem 1.5: Entropies of the binary erasure channel (BEC)t = o ).

The BEC is defined with an alphabet of two inputsl ghree
outputs, with symbol probabilities.
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the noise entropy.

P(x)=a and R x)=1-a, and transition
probabilities

P(*3; ) =1-p and R%;)=0,

and P(¥3 ) =0

Y/ y=
and R )= p

Y3/ y=1—
andP(3X2) 1-p

Lemma 1.7. Given an arbitrary restricted time-discrete,
amplitude-continuous channel whose restrictions

determined by setEn and whose density functions exhibit no
dependence on the st&elet Nbe a fixed positive integer,
and P(X) an arbitrary probability density function on
p(yl %) the
Py (Ve Yo [%2--% S and F for F

number a, let
a} @

A={(x, y): Iog—p(yI X >
p(Y)

Then for each positive integer, there is a cod€u, n,A)

such that

Euclidean n-space. for density

For any real

A<ue®+ F(X WO A+ B X0 F (2)
Where

P{(X,V)D ,c}:IAI o % y) dxdy Pxy OXpl)
and

P{XOF} :L...j p(x) dx
Proof: A sequence™ [0 F such that
P{YOA | X= ¥} 21-¢
where A={ y( x ¥ N
Choose the decoding sdB to be Axm .
XY, xDand B,,...,B_,, selectx* O F such that

k-1
P{YD Aw-lJ BI X= >%k>}21—g;
i=1

k-1
SetB, = Ax<k> —Ui:1 B, . If the process does not terminate

Having chosen

in a finite number of steps, then the sequeni&g% and
decoding setd,, i =1,2,...1 form the desired code. Thus

assume that the process terminates dfteteps. (Conceivably
We will show t=u by showing that

E<te®+ P{(X,Y)D /}\+ I{ Xd $ We proceed as

follows.
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BIUtj:lBj. (If t=0, take B=¢). Thel
P{(X,V)O A= [ gx dxdy

(x,y)OA

e [ eyl 9 dydx
X ya

=[P [ Wyl Rdyde| X

X yaBn A X

V. EXPERIMENTAL DESIGN

We evaluate the performance of our scheme and stardyus
“what-if" scenarios through detailed simulation exments.
We compare our scheme against existing alternatfesing
a least recently used (LRU) or a least frequensigdu(LFU)
cache replacement strategy.

A. Algorithms

Ideals. Let A be a ring. Recall that adeal a in A is a
subset such that a is subgroup of A regarded asupginder
addition;

allarJA=rall A

The ideal generated by a subseif3\ is the intersection of all
ideals A containing a it is easy to verifiaththis is in fact
an ideal, and that it consist of all finite sumstbé form

drs with rOA§0OS. when S={s,
shall write (S,

Let a and b be ideals in A. The s{ei+ b| all a bl l} is

an ideal, denoted bya+b . The ideal generated by
{ab|aDa,bDl} is denoted by ab Note that

ab an b. Clearly abconsists of all finite sum'i“aibi

Sh )for the ideal it generates.

with a Ja and Q Ob, and if a=(4q,...,8,) and
b=(Q,...H). thenab=(ah,..., ab,...,q p)Let a

be an ideal of A. The set of cosets @in A forms a ring
Al a,anda+> a+ ais a homomorphisn@: A Al a.
The map b @'(b) is a one to one correspondence
between the ideals oA/ a and the ideals ofA containingd

An ideal p if prime if p# A and abl p= all por
b p. Thus p is prime if and only ifA/ p is nonzero and
has the property thatab=0, bz 0= a=0,
A/ pis an integral domain. An ideam is maximal if

i.e.,
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M#| A and there does not exist an idéalcontained strictly

betweenmMand A. Thus Mis maximal if and only ifA/ m
has no proper nonzero ideals, and so is a fielde Nwatm

maximal = Mprime. The ideals ofAX B are all of the
form ax b, with & andb ideals inA and B. To see this,
note that ifC is an ideal in AxB and (a,b)0Jc, then

(a,0)= (a,b)(1,0)J c and (0,b) = (a,b)(0,1)J c. This
shows thatc = ax b with

a={al(abOc some B }

and

b={b|(a b c some &

Let A be a ring. AnA-algebra is a ring3 together with a
homomorphismi : A — B. A homomorphisnof A-algebra

B - C is a homomorphism of ringg : B — C such that

#(iz(@)=i.(a) for al a0 A. An A-algebraBis said
to befinitely generated or offinite-typeover A) if there exist
elementsX,, ..., X, [J B such that every element & can be

expressed as a polynomial in the with coefficients ini (A)
, i.e., such that the homomorphisvﬁ[ ) S Xn] - B

sending X; to X is surjective. A ring homomorphism

A - B is finite, and B is finitely generated as an A-
module. Letk be a field, and letA be ak -algebra. If1# O
in A, then the mafk » A is injective, we can identifiK
with its image, i.e., we can regaklas a subring oA . If 1=0

in a ring R, the R is the zero ring, i.R={O} . Polynomial

is an

rings. Let K be a field. Amonomialin X;,..., X,

expression of the fornX... X%, a U N . Thetotal
degreeof the monomial isz a . We sometimes abbreviate it

by X7, a=(a,..,)00"

ring k[Xl,...,Xn]
D, XX, .0k a00

The elements of the

polynomial are finite sums

With the obvious notions of equality, addition and
multiplication. Thus the monomials from basis for
k[XXn] as a K -vector space. The ring

k[ ) Xn] is an integral domain, and the only units in it
are the nonzero constant polynomials. A polynomial
f (X,,..., X, ) isirreducibleif it is nonconstant and has only

the obvious factorizations, i.e.f =gh= g or h is
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constant.Division in k[ X] . The division algorithm allows « Theleading coefficient off to beLC(f )=, ;

us to divide a nonzero polynomial into another: fetand g ) ) f f “
+ Theleading monomial of ' to beLM( ' )= X™;

be polynomials ink[ X] with g # O; then there exist unique f

« Theleading term of' to beLT(f )= a, X

polynomials g, r Dk[ X] such thatf =qg+ r with either
For the polynomial f =4XY?Z+ ..., the multidegree is
(1,2,1), the leading coefficient is 4, the leadimgnomial is
XY?Z, and the leading term is4XY?Z. The division

algorithm in k[ X., ...Xn] . Fix a monomial ordering i) >

r =0 or deg’ < degg. Moreover, there is an algorithm for
deciding whether f [J(Qg) , namely, find r and check
whether it is zero. Moreover, the Euclidean aldonitallows
to pass from finite set of generators for an idaek[ X] toa

single generator by successively replacing each péi Suppose given a polynomiaf and an ordered set

generators with their greatest common divisor. (9,,...0;) of polynomials; the division algorithm then

(Pure) lexicographic ordering (ley. Here monomials are Constructs polynomials &,...8, and f such  that
ordered by lexicographic(dictionary) order. Moregisely, let  § — ag+..+ag+r Where eitherr =0 or no

a=(a,..a)and S=(b,..hh) be two elements dfl ";
then a > and X° > X7 (lexicographic ordering) if, in
the vector differencer — SI[1 , the left most nonzero entry

monomial inf is divisible by any ofLT(g,),...,LT(qQ)
Step 1. If LT(g)|LT(f), divide g, into f to get

is positive. For example, f=a0g+h q:L(f)D k[ ) S >g]
XY?>YZ: XY Z> XY . Note that this isn't LT(g)
quite how the dictionary would order them: it woutit  If LT(g)|LT(h) , repeat the process until

XXXYYZZZ: after XXXYYZ . Graded reverse {=gagq + f (differenta) with LT(f,) not divisible by
lexicographic order (grevlexHere monomials are ordered by
total degree, with ties broken by reverse lexicpgim LT(Q) . Now divide g, into f,, and so on, until

ordering. Thus@ > B if > & >> h,or>a=>h f=ag+.+ag+r wih LT(r) not divisible by

and ina@ — [ the right most nonzero entry is negative. Forany LT(g,),...LT(Q ) Step 22 Rewriter, =LT (r,) +r,,
example:

XYz > X°v 7 (total degree greater)
XY°Z*> X*YZ, XYZ XY

and repeat Step 1 with r, for f

f=ag+..+a09+ LT(p)+ 1 (different &'s )
Monomial ideals. In general, an ideah will contain a
polynomial without containing the individual ternof the

Orderings on k[xl""xn] - Fix an ordering on the poynomial; for example, the ided = (Y — X°) contains

monomials ink[ Xl,...Xn] . Then we can write an element Y2 — X3but notY? or X3.

f of k[Xl,...Xn] in a canonical fashion, by re-ordering its pEp|NITION 1.5, An  ideal a is monomial if

elements in decreasing order. For example, we warité ZC XOa= X°[ a

f =4XY?*Z+4Z-5X+7X Z .

as all o with ¢, #0.

f=5X3+7X2Z2+ AXY2 7+ 4 2 (Ie>) PROPOSITION 1.3. Leta be a monomial ideal,and let
or A:{a| X a} . Then A satisfies the condition
f =4XY*Z+7X*Z-5X+4Z (grevile) a0A BO0"=a+B0 (D And a is thek -
Let zan X0 k[ Xy X]] , in decreasing order: subspace oik[ X, ..., Xn] generated by theX?,a 0 A.
f= a, X *a, X%+, a,>a,> ..., a,zC Conversely, ofA is a subset of] " satisfying(D), then the

Then we define.

*  Themultidegreeof f to be multdegf )= 4y,
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k-subspace  a  of k[Xl,...,Xn] generated by some cycle structur¢d,,...,d._ ). The moments oC}”)

{ X% aO A} is a monomial ideal. follow immediately as
E(C™) = "1 jr<n} (1.2)
PROOF. It is clear from its definition that a mamial ideal ~We note for future reference that (1.4) can alsavbéien in
a is the K -subspace ok[ ) Xn] the iorm n n
. . X%Oa E(I__I(CE”))[H‘I,]J: E[I‘_l ZmlJl{Z jm< r} 1.3)
generated by the set of monomials it contains. If and = 1= i=t
X0 k[ )<1,..., Xq] Where ther are independent Poisson-distribution random

variables that satisfif=(Z;) =1/ |
If a permutation is chosen uniformly and at randoom the
n! possible permutations iS,, then the countsC(”) The marginal distribution of cycle counts provides a formula

.. . . . n .
cycles of Iengthj are dependent random variables. The joinlfor the joint distribution of the cycle coun@j » We find the

distribution c = (cl(“) "qn)) follows from distribution ofC? using a combinatorial approach combined
Cauchy’s formula, and is given by with the inclusion-exclusion formula.

N 1 noo n 1. 1 )
PIC”=d==Nn¢=1,> j¢= =" @) Lemma 18. Forl<j<n,

n! ; : i° ¢l
’ 1= = I 7 Ik
P =R =1 > (' ’ @y

for cO0 . -

Proof. Con3|der the sek of all possible cycles of length

Lemmal.7 For nonnegative integers j, formed with elements chosen fro{ﬂ.,Z,..n} , SO that

m_m, || | =n'"1 For eacha 01, consider the “propertyG,, of

E{Il'(an))[mJ]J:[ﬁ(%}mj]l{i jm < n} (1.4) having @; that is, G, is the set of permutation&[]S,

1= SN = such thata is one of the cycles off. We then have

Proof. This can be established directly by exploiting |G |:(n_ j)!, since the elements ({ﬂ_ 2 n} not in @
., L 2

cancellation of the formc.™ / ¢ =1/(¢ —m)! when ;
: j (. G )W must be permuted among themselves. To use thesianlu

C; 2 m, which occurs between the ingredients in Cauchy’exclusion formula we need to calculate the tégm which is

formula and the falling factorials in the momenwrite the sum of the probabilities of the -fold intersection of

m:Z jm . Then, with the first sum indexed by properties, summing over all sets pfdistinct properties.
] There are two cases to consider. If theproperties are

c=(q,...¢,)00 " and the last sum indexed by indexed byr cycles having no elements in common, then the
n ] intersection specifies howj elements are moved by the
d=(d,....d, )O0] via the correspondence
permutation, and there af@ —rj)!1(rj <n) permutations
dj =¢; —m, we have

in the intersection. There ar@" / (j'r!) such intersections.

E - (C(n))[m :Z AC” = ¢ : ( q)[mJ] For the cher case, some two distinqt propertieaenaome
% = B element in common, so no permutation can have tethe
properties, and thé -fold intersection is empty. Thus

n n (m]
_ 1{2 i } (Té)c. S =(n- rj)!l(rjsn)
cezm  forall j =1 = it [ril
n 1 _
:ﬁ 121{Zjd =n- m}” = Jrln|
4" “d))!

. S Finally, the |ncIu3|on exclusion series for the ren of
This last sum simplifies to the indicatol(M<N),  permutations having exactly properties is

corresponding to the fact thatif—m=0, thend; =0 for [k + Ij S
+

NG

j>n—-m, and a random permutation & _, must have 53
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Which simplifies to (1.1) Returning to the originat-check Error rates

problem, we substitute j=1 in (1.1) to obtain th&tribution of  The proof of Theorem says nothing about the rate of
the number of fixed points of a random permutatibor  convergence. Elementary analysis can be useditoagstthis

k=0,1,..n. rate whenb =1. Using properties of alternating series with
o 1 0k 1 decreasing terms, fd{ =0,1,..
PICY =K == > (D) (L.2) 1 .
=R L )<\ PIC"=K-RZ= K
") e k! "(n—k+1)! (n k+2)l
and the moments of;" follow from (1.2) with ] =1.1In 1

particular, for N> 2, the mean and variance 6}1(”) are both = ki(n— k+1)!

equal to 1. The joint distribution c(iC(”) Cé”) ) for any
1< b < n has an expression similar to (1.7); this too can b It foIIows that
derived by inclusion-exclusion. For agy= (¢, ...,G, )00 " (n+1)! n+2<2‘ PG =K-R 2= H“ n+1)l (1.1)

k=i

i = i Since
with m=>"ig, _1
P[(C™ ny— PlZ>n1= @+ 1 + 1 +..)< 1 ,
(G dn )=d (n+D!I° n+2  (n+2)(n+3) (n+ 1)!
b || We see from (1.11) that the total variation distabetween
= ) D, (e Nl g istributionL (C{™) of C™ istributiorL
I_ll iy I_ll X : the distributionL(C;™) of C;"™ and the distributiorl(Z,)
= > 0wi
Zn,sn -m of 21
The joint moments of the firdd countsC",...,C{" can be
obtained directly from (1.2) and (1.3) by setting V. EXPERIMENTAL SETUP
My =..=M =0 We perform our experiments using a custom buithusator.
S By default, we use a 55-node network mod- eled fram
Thelimit distribution of cycle counts _ backbone network of a deployed IPTV ser- vice. Tiaavork
It follows immediately from Lemma 1.2 that for eafiked  has 70+ bi-directional links connect- ing theseatamns. We
] as n— oo, assume that all these links have equal capacityeker, we
-k vary the actual value to understand the trade-efiivben disk
P[C(”) =K - J e’ k=0,1,2,..., capacity and link bandwidth. Similarly, we focus dime
! k! scenario where all VHOs have equal disk space, agd

present re- sults where VHOs have heterogeneous dis
capacities. To simulate user requests, we use omahis
Z having a Poisson distribution with me&# | ; we use the ~worth of VoD request traces from a nationally dgpih VoD
- service. This trace contains requests to variopesyf videos,
notation C;” — 4 Z; where Z;[J R(1/]) to describe including music videos and trailers, TV shows, &ultilength
this. Infact, the limit random variables are indegent. movies. For simplicity, we map these videos to fdifferent
video lengths: 5 minutes, 30 minutes, 1 hour, amb@s and

Theorem 1.6  The process of cycle counts converges inassume that we need 100 MB, 500 MB, 1 GB, and 2 GB
respectively for stor-ing them on disk. We assutmat t@all
videos are of stan-dard definition and stream Mkps. We

So thatC‘n) converges in distribution to a random variable

distribution to a Poisson process [0f with intensity j_1

Thatis, ash — ®, start with a baseline scenario of a backbone nétwith each
(C(n) C(n) )=y (2,2,,..) 1.1 link being. 1 Gbp_s and the aggregate disI§ capacitgss all
) ‘ VHOs being 2 times the entire library size. We thery

Where the Z;, ]=1,2,... are independent Poisson- many of the parameters to understand the variadetoffs
1 and sensitivity of the system. In our experiments,use our

distributed random variables witHE(Zj) == MIP formulation to place the videos in the VHOs. I&éks

stated otherwise, we update our MIP-based placeemsty
Proof. To establish the converges in distribution onewsho week using the video requests in the previous 7s day

that for each fixed b>1 as N o o history. We assume time windows of 1 hour eachsactwo
") ") ' ' time slices to capture the link constraints. Fanparison, we
PI(CY,...G")=d - RH(4Z....4)= ¢ simulate three alternative approaches: « RandonRW:LFor
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each video, we place one copy at a randomly chy4¢0.
The rest of disk space in each VHO is used for ldathe.

* Random + LFU: This is similar to Random + LRU{ lnges
LFU instead of LRU.

» Top-K + LRU: We replicate top K videos at everH®@.
The remaining videos are assigned randomly

to one location. The remaining disk space at eachtion is
used for LRU cache. This is a highly simplified sien of
[18].

Due to the local cache replacement in all the rdtéve
approaches, if a VHO does not have a local copyaof
requested video, it is difficult in practice foretiVHO to find
which VHO is best to fetch the video from. In our
experiments, we assume the existence of an Orhatectain
tell us the nearest location with a copy of theewidwhich is
the best case for caches in terms of minimizing tibtal
bandwidth consumed for the transfer.

Establish the asymptotics H[A](C("))} under conditions
(Ay) and (B,,), where

ACEH=N N {q =0

I<isn  r +<jsr,
and ¢, =(ri'/rid)—1=OG_g') as | — o, for some

g' > (0. We start with the expression

o - PlTon(Z) = 1
Pl cmyl = om
LA™l PlTon(2 =1

M {1—5(1+ Eo)} (1.1)
P[T,.(Z) =1

ad o
:Texp{z [log(d+i~ad )-i~‘ad ]}
{ivomg,,, M} @2
and

P[T,,(Z) =1
_od T
—Texp{z [log(1+i~'6d )-i Hd]}

{iromg,,, M} @3

Where ¢{'1'2,? (n) refers to the quantity derived frod . It

thus follows thatP[ A (C™)] 0 Kni®®™® for a constant

K , depending onZ and ther, and computable explicitly

221

from (1.1) — (1.3), if Condition§ A,) and (B,,) are satisfied
and if ZiDIO(i_gI) from someg >0, since, under these

circumstances, botlm_1¢{'1'2'7}(n) and n‘1¢{1'2'7}(n) tend

to zero asn — oo, In particular, for polynomials and square
free polynomials, the relativeerror in this asymptotic

approximation is of orden " if g' >1.

ForO<b<n/8andnz=n,, with n,

dry (L(CI3, b)), L(41, 1))

<d,, (L(CIL B), L(ZL 1))

< ‘9{77} (na b),

Where &; (n,b) = O(b/ 1) under Conditiond A)), (D))
and (B;) Since, the Relation,

by Conditioning

L(CIL I T, (O) = )= L(ZL H] F,(2= ),
It follows by direct calculation that

dyy (L(C[1, b)), L(41, 1))

=dy, (L(T5,(C), U(Tu( D))

= m/?XZ P[To (2)=1]

{1 } (1.4)

_PTw(D =n-1
Suppressing the argume#t from now on, we thus obtain

PIT(2) = 1
dr, (L(CIL b)), L( A1, H))

e
<3 PIT, =1 +[§%
x{;P[T%:s]( RL= b PJ= n]}+
<Y PIT, =0+ 3 AT,
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x[fl PIT, = Q{P['ﬁ,n =n-4-PT,= n 1} P =94- R T" = sl] . The factor E1049 (),
ob ~ _

= PlTo, =1 0

(2] which should be small, contains a far tail elenfemin N1 of

+ZP['IBb—r] z HT=3$PT, = n]é¢ [PT=]1r the form ¢f (n)+u(n), which is only small ifa, >1,

e o o being otherwise of orde®(N**’) for any J>0, since
The first sum is at mos2n ~ET,, ; the third is bound by o o _
a, >1is in any case assumed. Fo& N/ 2, this gives rise
(max P[lo, = s))/ HE, = 10 o oy _
n/2<ss to a contribution of orderO(n ) in the estimate of the
< 21050y (N/2.0)  3n ’ difference P[T,,=9—- P T,= stl], which, in the
n 6PJ0,1] remainder of the proof, is translated into a couwition of
3n ) (2] order O(tN™®*°) for differences of the form
zﬁoq(n)z AT, = I’]Z RTh=$ ‘ r= #— _ _ . .
6rR[0,1] PT,,=9-RT,= stl], finally leading to a
<1 g MET, contribution of ordeon " for any d >0 in £ (n, b).
6R[0,1] n Some improvement would seem to be possible, defitie
Hence we may take ] - function g by g(w) :Jivm} —1{W:S+} , differences that are
n _ _ .
&4 (nb) = 2 ET, (21 1+ (‘ﬁo.s} = of the form P[T,=9— P T,= s+ ]t can be directly
' epg[O,l] estimated, at a cost of only a single contributérthe form
6 ¢ (n)+u(n). Then, iterating the cycle, in which one
+m£{10,5(1} (n/2,b) 1.5) estimate of a difference in point probabilitiesingroved to
»(0,1] an estimate of smaller order, a bound of the form

P, =9-RT,= slt= OF ¢+ &2 for any
Required order under Conditio D,) and | on "
f I(S%) ( 1) (Bll) 0 >0 could perhaps be attained, leading to a final rerro

(o) < 0. If not, 450-8 (n can be replaced byfo 13 estimate in order O(bn™*+ M**°) for any >0, to
in the above, which has the required order, Wlththﬂ

restriction on thef; implied by S(c0) <o . Examining the
Conditions (A,),(D,) and (B,,),it is perhaps surprising to
find that (By,) is required instead of jugB,,); that is, that

we should needzl>2|£iI =O(@™) to hold for some

replace 5{7_7}(n, b). This would be of the ideal order

O(b/ n) for large enougHd, but would still be coarser for
small b.

With band N as in the previous section, we wish to show
a, >1. A first observation is that a similar problemsas that

with the rate of decay of;; as well. For this reasorf), is |d, (L(C[L, b)), L(Z1, B)) —%( n1)*1-6| BT, - EF)

0
replaced byn: . This makes it possible to replace conditionSE{m(n, b),

(A) by the weaker pair of conditior($h,) and (D,)in the  \yhere £ (n,b)= O(H nbr A]) for any

eventual assumptions needed ﬁe;]} (n, b) to be of order J>0 under Conditions(A)),(Dl) and (812)7 with ,812 _

O(b/ n); the decay rate requirement of ordéf ¥ is  The proof uses sharper estimates. As before, wia béth the

f I
shifted from§&;, itself to its first difference. This is needed to ormda

0
obtain the right approximation error for the randovappings O, (L(C[1, b)), L( 41, 1))
example. However, since all the classical applceti make
. . PT,,=n-1]
far more stringent assumptions about H’p@l > 2, than are = z P[TOb =1] 1_ﬁ
P[T,, = .

made in(By;). The critical point of the proof is seen where r=0
Now we observe that

the initial estimate of the difference
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D> PT, =1 {1

r=0
Z P[Ty, =

s=[ 2]+
<4n”ETy +(max P[T, =
+P[T,, > n/ 2]

3‘9{10.5(2} (n / Z’b)
6R,[0,1]

/2]

2,

r=0

PLT,

_ n=n—r1}_
=1

P[T,

RE,= 1
RE,=h

x ART=mk-PL=rlr

)/ R, =h

<8N’ET; + : (L.1)

We have

/2] L0 "1 [ Ob

2, Pl =
(Ee

[
_{_[

=2 P[Toﬂ f

{02y (VD) + 210 91-6 1 K0+ 44, (]}
<6
&nkP[0,1]

+41-6n*ETE{ KO+ 4,y (n}

3
(ean,[o,l]) b

=4(RT,=nm k- P[= H]%

i

ZP[TOb_ r]ZF{-IE)b_ $|

r=0 s=20

SELCaLICLIN S

n+1

) |

+

E-I—Obg{lo.lé} (nb

1.2)

The approximation in (1.2) is further simplified bgting that

[n/2] B [nW2] (S r)(l 9)
;P[Tob—r]{; HT = $—n+1 }+
B _ .(s—nN@a-6

(e, =g A
<SPm, =0 3, AT, =300

s>[n/2]

<P-GnE(MY T, > n/3)< 416 n* EE, ()

and then by observing that

223

(s-nNd-6)
{;F{Tot.i; e }

<n -6/ (ET, AT, > W2+ BETY T,> n2}))
<4[1-6nET;

2 Pl =1]

r>[n/2]

1.4)
Combining the contributions of (1.2) —(1.3), we ghiind tha
| dr (L(CIL, b)), L(Z1, B))

~(n+1)") P[T, = r]{z HTp= ¥ s )1- 69} |

r=0 s=20
{5{10,5(2; (n/2,6)+ 27 ET,8 4 (1 t)}

< €,4(nb)
~or0,1]
241~ 6 ¢, 4 O )}

(1.5

J

3
+2n?ET2{4+31-4+
{ 0 m 0

The quantity&, 4 (n,b) is seen to be of the order claimed

under Conditions(Ay),(D,) and (B,,) , provided that

S(o0) < 00; this supplementary condition can be removed if

(‘ﬁo.q (n) is replaced by 10.1} (n) in the definition of

&4 (n,b), has the required order without the restriction on
the I, implied by assuming thaB(c0) < co.Finally, a direct
calculation now shows that

ZP[TOb =1] {z HTy=

s - 6)}
r=0 s20

_1

=S R-6E[T, - ET

oo

A. MIP Scheme Performance Evaluation

In the first experiment, we solve an MIP instancel place
the videos according to that solution. Then, wey mat the
request log based on the solution. For each weelgomstruct
a new parameter set based on previous week’s dehistaady
and recompute a new MIP instance. We use a linkagpof
1 Gbps for MIP constraints. The aggregate disk episc
around 2 Figure 6: Aggregate bandwidth across iaks]
averaged over five minutes. times the entire ljprsize. Of
this, around 5% of the disk space at each VHO &l s an

LRU cache. We compare our scheme with the three

alternatives using the same disk space. For theKtowe
experimented with both K=10, and K=100. We preshet
results only for K=100, as K=10 was highly similéo
Random + LRU. We use the first nine days’ requastsarm
up the caches and run the tests using the remaithireg
weeks of requests.
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Maximum Link BandwidthWe identify the maximum link
usage across all links at each time instant andv dow it

varies over the three-week period in Figure 5. VWseove
that, for the same amount of disk space, our pegpaesheme
can satisfy all requests using signif- icantly loweeak
bandwidth. Specifically, the max- imum bandwidtleded for

intelligently. A given movie needs only a few copie
anywhere from 2 copies to 10 copies — but togethese
videos consume significant space. As a result, smlution
carefully distributes copies of these videos actbssVHOSs.
Unfortunately, caching schemes will have difficuttealing
with medium pop- ular videos, unless the cache s&e

our case is 1364 Mbps, while the maximum value forsufficiently large.
Random+LRU is 2400 Mbps, 2366 Mbps for Random+LFU,

and 2938 Mbps for Top-100+LRU. Note that the maximu
value for our scheme is slightly larger than 1 Ghplsich is
the link capacity provided for the MIP instance.isTis be-
cause each week introduces new videos, some ohwiecdo
not have a good estimate. While the small LRU cdutlps
absorb some of the errors in estimation, we beli@waore
sophisticated estimation strategy will help everthier. We

Comparative LRU Cache Performanc@/e performed a
simple experiment to understand the performance aof
dynamic LRU cache replacement strategy. The aggatee
disk space across all locations is around twice éhére
library size while each location has the same diskce (and
equal to the disk used in the MIP ex-periments).réiihnan
half of the space in each VHO was reserved for LltR&)

confirmed this through exper- iments assuming perfe cache. We present the re- sults in Figure 9. Adaar from

knowledge of traffic pattern: the maximum bandwidththat
case always stayed within the constraint of 1 Qige® Table

the figure, not only does the cache cycle, a largmber of
videos are not cachable because all the spaceeicathe is

3). Total Bytes TransferredVe calculate the total amount of currently being used. Almost 20% of the requestddtaot be

network transfer where each video transfer is weigby the

cached locally due to this. All this results in @and 60% of

video size and hop count. A good placement scheiifle wrequests being served by remote offices.

result in a small value because most of the requestuld be
satisfied locally or by nearby neigh- bors. We prasthe
results in Figure 6. We calculate the aggregatesteas across
all links and calculate the average over five nmeénimtervals.
We see similar trends to what was observed for pak
bandwidth. Our scheme consistently transfers fetwges
compared to the other caching based schemes. LEURd
per- form almost identically. Surprisingly, Top-160 LRU
results in a higher peak utilization and total sytiens- ferred.
We attribute this to the fact that video populay- does not
have a very high skew; even the less popular videosr
significant load. With
significant storage, there is less space for thel Idache, and
hence the performance becomes worse.

To analyze this further, we present the break-updisk
utilization in each VHO based on one solution to &P
formulation in Figure 7. We characterize the top Yidleos as
highly popular, the next 20% of videos as mediurpybar,
and the remaining as un- popular. The highly papvideos
occupy a relatively small port ion of the totalld&pace, while
the medium popular videos occupy a significant prpn of
the total disk space in the system (e.g., more 8G¥). We
also present the number of copies for each of dpe2000
videos in one of our MIP solutions (Figure 8). Wiserve that
our solution intelligently places more copies foopplar
videos. This is to avoid remotely fetching frequgmnéquested
videos, which not only in-creases the overall dast, byte
transfer), but also leads to link capacity violaio However,
in our so- lution, even highly popular videos act replicated
everywhere (e.g., less than 30 VHOs have a copfieoflOth
most popular video). On the other hand, we ob-eehat
more than 1500 videos have multiple copies in thére
system. These two figures indicate that medium [aopu
videos result in significant load and have to baldevith
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Other results.We ran other experiments, which we only
summarize here for lack of space. We repeated the e
periments with the aggregate disk space being Bstithe
library size. We find that our approach still résuh lower
aggregate and peak bandwidth, although the diféeren
between our scheme and the other approaches itesméke
also experimented with the case of infi- nite lmndwidth to
compare with the unconstrained link case [3]. Thtre
maximum link bandwidth used by such a solution stimmes
grows to more than twice the link bandwidth our estle
needs. In general, since a solution to the uncaimstd

the Top-100 videos occupyingproblem does not have a limit on link usage, theiimam

link usage can grow arbitrarily large, while ouhsme finds
the best trade-off, given the link and disk coristsa

Example 1.0. Consider the poinO =(0,...,0YJ ". For

an arbitrary vector , the coordinates of the poi= O+ r
are equal to the respective coordinates of the ovect

r:x=(x,..x") andr =(x%,...,x" ). The vector r such as

in the example is called the position vector orrddius vector
of the pointX . (Or, in greater detailt is the radius-vector of
X w.r.t an origin O). Points are frequently specifigy their
radius-vectors. This presupposes the choice of Othas
“standard origin”. Let us summarize. We have aered

[ " and interpreted its elements in two ways: as pamid as
vectors. Hence we may say that we leading with tthe

copies of " : 0 "={points}, [ "= {vectors}
Operations with vectors: multiplication by a numkbealdition.
Operations with points and vectors: adding a vet@ point
(giving a point), subtracting two points (givingvactor). [] "
treated in this way is called andimensional affine spac@\n
“abstract” affine space is a pair of sets , theafgioints and
the set of vectors so that the operations as abowelefined
axiomatically). Notice that vectors in an affineasp are also

I JESPR
www.ijesonline.com



International Journal of Engineering Sciences Paradigms and Resear ches, Vol. 01, Issue 01, Oct 2012

ISSN (Online): 2319-6564
www.ijesonline.com
known as “free vectors”. Intuitively, they are nfited at

points and “float freely” in space. From " considered as an
affine space we can precede in two opposite daesti] " as

an Euclidean spackl [1"as an affine space> [ "as a
manifold.Going to the left means introducing somdrae
structure which will make the geometry richer. Gpio the
right means forgetting about part of the affinaisture; going
further in this direction will lead us to the sdied “smooth
(or differentiable) manifolds”. The theory of difential forms
does not require any extra geometry. So our natlirattion
is to the right. The Euclidean structure, howeiguyseful for
examples and applications. So let us say a few svabdut it:

Remark 1.0. Euclidean geometry.In [ " considered as
an affine space we can already do a good deal aihgiry.
For example, we can consider lines and planes,camadric
surfaces like an ellipsoid. However, we cannot uiscsuch
things as “lengths”, “angles” or “areas” and “volesi. To be
able to do so, we have to introduce some more itlefis,

the scalar square of the linear combinatiartth, where

tOR. As (a+th, a+ th =0 is a quadratic polynomial in
t which is never negative, its discriminant mustléss or

equal zero. Writing this explicitly yields (5). Thigiangle

inequality for distances also follows from the inetity (5).

Example 1.1.  Consider the functionf (X) = X (the i-th

coordinate). The linear functiodX (the differential of X’ )
applied to an arbitrary vectdn is simply h' .From these
examples follows that we can rewritf as

0

f of
df =—dxX +...+—— dX, 1
oxt ox" @

which is the standard form. Once again: the padigivatives
in (1) are just the coefficients (depending x; dx", dX, ...
are linear functions giving on an arbitrary vecthr its
coordinated, h?, ..., respectively. Hence

makingJ "a Euclidean space. Namely, we define the length

of a vectora = (a,...,d" ) to be

lal:=y/(@)? +..+ (@) @)
After that we can also define distances betweemtpoas
follows:

d(A B):=| AH (2)

One can check that the distance so defined possesseral
properties that we expect: is it always non-negadind equals
zero only for coinciding points; the distance frénto B is the
same as that from B to A (symmetry); also, for ¢hpeints, A,

B and C, we haved(AB)<d AQ+ d G B (the

“triangle inequality”). To define angles, we firsitroduce the

_of

df (X)(H) =0 ~ o h+
of
+—h" (2
pve (2)
Theorem 1.7 Suppose we have a parametrized curve

t > X(t) passing throughx, 00 " att =t; and with the
velocity vectorX(t,) =¢ Then

wao) =0, (x,) = df (x,)(v) D

scalar product of two vectors Proof. Indeed, consider a small increment of the parameter
(a,b)= do+.+db ©) t:ty=>t,+At, WhereAt > 0. On the other hand, we

Thus|a| =./(a, @) . The scalar product is also denote by dotive f (%, +h) = f(x,) = df( %)( B+ B( |)| ||T for an

ab=(a b, and hence is often referred to as the ‘dOtrpitrary vectorh , where B(h) — O when h — 0
product” . Now, for nonzero vectors, we define thegle

between them by the equality Combining it together, for the increment df(X(t)) we

(a b) obtain
cosa ;W (4 f(X(t, +At) = (%)
The angle itself is defined up to an integral nuoéti = df(xo)(U'At-'-a(At)At)
of 277 . For this definition to be consistent we havetsure  +3(v.At +a'(At)At).|UAt +a’(At)At|
that the r.h.s. of (4) does not exceed 1 by thelatesvalue.
This follows from the inequality =df (%) (V) At+ y(AHAL

(ab)’ <|d’| 4’ (5)

known as the Cauchy—-Bunyakovsky—Schwarz inequalityF or a certainy(At) such thaty(At) — Owhen At — O

(various combinations of these three names areieabih  (we used the linearity oflf (X,) ). By the definition, this
different books). One of the ways of proving (5}asconsider
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means that the derivative of (X(t)) att=t, is exactly dF :a—FlXm+...+a—F 4
df (%,)(U) . The statement of the theorem can be expressed ox ox’
by a simple formula: OF' OF!
df (x(t)) _ of of o ax | dx
— ==X t.+—X 2 X
dt  ox ox’ @ =l @
To calculate the value Cdf at a pointX, on a given vector oF™ __aF G
ox' ax

U one can take an arbitrary curve passing Thro¥gtat t,
with U as the velocity vector df, and calculate the usual |n this matrix notation we have to write vectors \a&stor-
derivative of f (X(t)) att =t,. columns.

Theorem 1.9. For an arbitrary parametrized curvt) in

Theorem 1.8. For functionsf,g:U — 0 ,U 00",
g 0", the differential of a magF :U - 0™ (where

j(: +Ej)d:f df++ fdg (:;) U OU") maps the velocity vectoX(t) to the velocity

(fg) = df.g+ f.dg 2) vector of the curve= (X(t)) in 0 ™:
Proof. Consider an arbitrary poid, and an arbitrary vector d—F(X(t)) = dF(X(t))(X(t)) @
U stretching from it. Let a curvex(t) be such that dt
X(t) = %, and X(t;) =v. Proof. By the definition of the velocity vector,
Henced( f + g)(%)(V) :i( f((D)+ g X)) X(t+At) = x(t) + 5<(t).At+ a(AtAt (2)

B dt Where a(At) — 0 whenAt — 0. By the definition of the
att =1, and differential,

d =

d(fg)(%)(U)=a(f(>(D)£1>())) F(x+h)=F(X)+dR3(H+A(b| h (3)

Where B(h) - 0 whenh - 0. we obtain
att =t, Formulae (1) and (2) then immediately follow from

the corresponding formulae for the usual derivatvew, F (X(t+At)) = F(x+ X().At+a(ADAY)
almost without change the theory generalizes toctfans h

taking values in ] ™ instead ofl] . The only difference is = F(x)+ dF(X)( )(I)A t+a(ADA Y+

that now the differential of a map :U — [ ™ at a pointX
will be a linear function taking vectors in" to vectors in ,8(X(t)At+a(At)At).
[ ™(instead of’] ) . For an arbitrary vecton (][] ",

F(x+h) = F(3)+ dR (b = F(X) + dF()(X DA t+ p(A YAt

+,3(h)|H 3) For somey(At) — O whenAt — 0. This precisely means
Where S(h) - 0  when h-0 . We have

x(t)At+'a(At)At(

that dF(X) )<(t) is the velocity vector of~(X). As every

— 1 m
dF =(dF,...,dF") and vector attached to a point can be viewed as thecitglvector
of some curve passing through this point, this theogives a

clear geometric picture ailF as a linear map on vectors.

Theorem 1.10 Suppose we have two maps:U - V and
G:V W, where UOO"VOUI™WOOP (open
domains). LetF : X+ y= F(X) . Then the differential of
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the composite mafsoF : U — W is the composition of the 0r 97 o2 07

differentials of F and G : e L AOm
_ X axt | | oy oy"

d(GoF)(X = dQq y odk X (4) _

Proof. We can use the description of the differential| 5,p 5P 07 907

.Consider a curveX(t) in " with the velocity vectorX . X ox" oyt ay"

Basically, we need to know to which vector in P it is taken ayl ayl

by d(GOF). the curve(GoF)(X(t) = G(H X )). By the FYRRrv

same theorem, it equals the image und& of the Anycast

...... , 5
Flow vector to the curveF (X(t)) in 0 ™. Applying the N N ®)
theorem once again, we see that the velocity vetttathe oy oy
- oxt X"
curve F(X(t)) is the image undedF of the vectorx(t).
Hence d(GoF)( x) = dg dR .))) for an arbitrary vector 0z" :Zm:aj’ ay (6)
. ¢ oy 0¥’
X .
Where it is assumed that the dependenceydil] ™ on
Corollary 1.0. If we denote coordinates inl " by X[ "is given by the mag- , the dependence af[1[] P
(x,... Xn )and in(l "by (Y,...,y"), and write on YOI ™ is given by the maf5, and the dependence of
aF p Nie .y
de = Xm OF 4 ) zUU Pon xUO "is given by the compositiof50F .
6% aw
Definition 1.6. Consider an open domald [J[]". Consider
dG——dyL . —d)? (2) .
yl also another copy df ", denoted for dlst|nct|orm , With
Then the cham rule can be expressed as follows: the standard coordinatdy/™...y" ). A system of coordinates
d(GoF)—ﬁ dF +.. +§yan drF", (3) in the open domailJ is given by a mapF:V - U,

h VDD d &}, h that th
Where dF' are taken from (2). In other words, to ge tW ere 's an open domain sue at the

d(GoF) we have to substitute into (2) the expression for following three conditions are satisfied :

(1) F is smooth;
(2) F isinvertible;
3) F*:U =V isalso smooth

dy = dF from (3). This can also be expressed by the
following matrix formula:

G 9G')( gF! oF! The coordinates of a poink[JU in this system are the
oy oY || axt x| dx standard coordinates &f ~*(x) 00 |
d(GoR) = '"p """ p o dx.”" “ In other words,
9GP 9G® || OF™ OF" _ _
o oy )\ ox o Fi(yh..Y ) x=xy....¥) @

Here the variablegy"...,y") are the “new” coordinates of
i.e., if dG and dF are expressed by matrices of partialthe point X
derivatives, thend(GOF) is expressed by the product of

these matrices. This is often written as Example 1.2.  Consider a curve inl 2 specified in polar
coordinates as
x(t):r=rt).¢=0() @)

We can simply use the chain rule. The niap> X(t) can be
considered as the composition of the maps
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t(rit), ¢@t)),(,0)—>X({,9). Then, by the chain
rule, we have

_dx _ox dr

dt or dt

ox o _ 6x

Top dt or

0 X,
£¢

Here r and¢ are scalar coefficients depending én

(2)

ol derivatived%/ 0
whence the partial derlvatlve@ AI” % ¢ are vectors

depending on point inl 2. We can compare this with the

formula in the “standard” coordinatesx = g Xk ] ').

i ay 0 -
Consider the vectors or %¢ Explicitly we have

? = (cosp ,sinp ) 3
:

ox _, . :
w—( rsing,r cosp ) 4

From where it follows that these vectors make dsbasall
points except for the origin (whete= 0). It is instructive to
sketch a picture, drawing vectors corresponding fmint as

. . . ay 0
starting from that point. Notice that or %¢ are,

respectively, the velocity vectors for the curdes—> X(r, @)
(¢ =@, fixed) and@ > X(r,@) (r =r, fixed). we can

conclude that for an arbitrary curve given in palaordinates

the velocity vector will have componer@,¢) if as a basis
we take€ = a%r .6 :6%¢:

X=g r+g¢ (5)
A characteristic feature of the badgs, & is that it is not

“constant” but depends on point. Vectors “stuckptmints”
when we consider curvilinear coordinates.

Proposition 1.3
appearance in all coordinate systems.
Proof. Follows directly from the chain rule anceth

transformation law for the bas® .In particular, the elements

of the basisg = 0 % (originally, a formal notation) can be

understood directly as the velocity vectors of to®rdinate

lines X X(Xl,..., X') (all coordinates buk' are fixed).

Since we now know how to handle velocities in adit
coordinates, the best way to treat the differendfala map

F:Oo"-Oo™

definition, we set
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is by its action on the velocity vectors. By

@

Now dF(X,) is a linear map that takes vectors attached to a

aF () 20 (1) XD

point )(0 00 " to vectors attached to the poift(x) O[] ™

GF
dF = -a— P+ o dx
oF' oF*
ax Taxt | dX
(€,...) . e I (2
oF™ oF™ | dX
ox"  ox'
In particular for the differential of a functiorevalways have
of
df =2 Xl LU o d¥, (3)

Where X are arbitrary coordinates. The form of the
differential does not change when we perform a ghaof
coordinates.

Example 1.3  Consider a 1-form irl] 2 given in the
standard coordinates:

A=-ydx+ xdy In the polar coordinates we will have

X=rCcosp .,y =r Sinp, hence
dx=cosgdr-r singdg
=singdr+ r cospdg
Substituting intoA, we get
—-rsing (cospdr —r sipdg
+r cosg (singdr +r cogd ¢ )
=r’(sin@g+cosg g =rdg
Hence A=r’dg is the formula for A in the polar
coordinates. In particular, we see that this isragal-form, a

The velocity vector has the same jinear combination of the differentials of coordies with

functions as coefficients. Secondly, in a more ephgal way,
we can define a 1-form in a domdih as a linear function on

vectors at every point of U
WwU) =W +..+wU", )
— i _0

If U= ZQU , Where g = % Recall that the

differentials of functions were defined as lineandtions on

vectors (at every point), and
0X ;

dx (8)= dx(d J J, (2) at every point
X!

X.
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Theorem 19. For arbitrary 1-form& and path)/, the

with an exponential drop-off [8]. We also maint#ie diurnal
patterns as we scale the request intensity. Inr€igjli, we plot
he minimum capacity for each link to serve all uests

: : oot
mtegralja) does not change if we change parametrization ofithout vi- olating constraints. We show three caseith

y
J provide the orientation remains the same.

Proof: Consider<a)(x(t)),%> and <w(x(t(t))),%>

As

<w(x(t(t‘))),%> =‘<w(x(t(t‘)», dx

)

dt

dt’

dt

B. Storage and Bandwidth Tradeoffs

To understand the trade-off between storage and-dth,
we identify how much disk space is needed to fifdasible
solution to the MIP, given the link capacity. Irghkre 10, we
show the feasibility region (where we can serve thk
requests without violating disk and link constra)nivhen we
vary the link capacity. Note that the minimum aggte disk
space in the system must be as large as the éhtimey size,
to store at least one copy of each movie (the botine in
Fig- ure 10). When each link has a capacity ofGdps, and
all VHOs have the same amount of disk (denotedUnyiform
Disk™), we need at least 5 times more disk thantidaeeded
to store one copy of each movie. We also obseraeithwe
increase link capacity, then we can satisfy allrfguests with
much smaller disk. We also consider the case wihemre are
three dif- ferent types of VHOs. Based on the nundfesub-
scribers at individual VHOs, we identify 12 larg¢H®s, 19
medium VHOs, and 24 small VHOSs. In our exper- imseiat
large VHO has twice the disk of a medium VHO, whioh
turn has twice the disk of a small VHO. The midtite in
Figure 10 corresponds to the case of non-unifornOgHWe
observe that compared to the uniform VHO case, aedn
significantly smaller aggre- gate disk space tasBatll the
requests. Specifically, with 0.5 Gbps links, théakaisk we
need is less than 3 times the entire library size % for the
uniform VHO case). This is because the majorityazfuests
originate from those large VHOs and some of the iomd
VHOs. With a larger disk, these VHOSs can serve mviteos
locally. Not surprisingly, as we increase the laa pacity, the
gap between uniform and non-uniform cases decreasds
converges to the library size.

C. Scalability
In the next set of experiments, we vary the libraize and

different disk capacities at each VHO. Obviouslye weed
larger link capacity with smaller disk or more regts (e.g.,
larger user base). However, we observe that thethroate
for link capacity is slightly smaller than the grbwrate of
traffic intensity. This is because a local copy afhighly
popular video is able to handle many requests withsing
the network. We next experiment with growth in teD
library. We analyzed the logs by Cha et al. [8] &mahd that
the skew parameter stays similar even for the tdigearies
(e.g., 250K videos). We simplified the process odce
generation by only sampling from a zipf distribarti rather
than a combination of zipf and exponential drop-bdffe set
the disk size at each VHO such that the aggredskespace is
around 3 times the library size. For ease of coispar we
use the same total number of requests regardlgbe dibrary
size. We present the results in Figure 12 wherseagetwo in-
teresting trends. First the link bandwidth needmdaf feasible
solution (with 3x disk) drops as the library sinereases. This
is due to the combination of increased disk spand a
distribution of requests to videos. Sec- ond, we gt the
number of active flows in the peak (i.e., total tnan of
requests for videos) goes up with library size.sTikibecause
as the number of videos increases, for the samaé namber
of requests, the distribution of requests is maspatsed.

D. Caching subsets

In this experiment we examine the effect of com@atary
caching on the performance of the MIP solution. Veey the

amount of cache as a percentage of the disk spaeach
VHO and add that space to each VHO. We run therarpat

for one week’s worth of requests and measure tladk ek

utilization and the average aggregate bytes tramesfe The
results are shown in Figure 13. As expected, bdattpeak and
the aggregate decrease with increasing cache 3dike.
reduction is significant as we go from no cach&% cache.
The reduction, however, is not as significant asimezease
the amount of cache further. This result shows thaite a

cache is important to handle errors in estimatiorsudden
changes in popularity, it is more important to gae

placement correct.

E. Topology

We investigate how different topologies affect teepacity
required to meet all requests. In addition to tleekbone
network used in the previous sections, we consiter
hypothetical networks: tree and full mesh (wherehegair of

request load and investigate how the system resourdi0des has a direct link). We also consider an icigtf

requirement varies accordingly. In the first exripent, we
fix the library size and increase the num- ber efuests,
while maintaining the same popularity distributi@s the
trace, which can be approximated by a combinatibazif
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topology generated by combining Sprint and Abovenet
topologies from the RocketFuel traces [17]. In each
experiment, we use the same amount of aggregateadiess
all VHOs, set at 3x the library size. In Table 2 present our
experimental results. As expected, we observewitatmore
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links, we can serve all requests with lower linlpaeity. For
instance, 1 Gbps capacity for each link is more thafficient
in the backbone case, while we need more than 2 @&ygghe
tree topology. A thorough understanding of the iactpof
topology is an interesting topic of future work.

F. Time-varying request / response

As discussed in Section 6.2, we use only a smaii-har of
time windows over which we evaluate the peak demaind
videos requested and examine if the place- meniressve
remain within the link capacity con- straints thgbout the
week. We performed experi- ments to understandtrdode-
offs on choosing the time window by varying it frdnsecond
to 1 day. Results are shown in Table 3. Using #ekpequest
demand for 1-second time windows, we find that asitele
solu- tion exists for the MIP when each link is Gbps. We
also observe that the maximum link utilization dgrithe
corresponding time window is 0.5 Gbps. Howeversiolg the
peak window, some of the links are loaded up t& @G®ps.
This is because the MIP solution considers the dimkstraints
only during the 1-second window, and due to higldyying
request mix, the re-quest pattern during the windswot
representative. As a result, the placement solusamt able
to sat-isfy the link constraint outside of the womd Similar
conclusions apply for 1-minute windows. On the otheand,
with 1-day time windows, a feasible solution rerggi2 Ghps
links. But we observe that all links al- ways calegs than 1
Gbps of traffic during the entire 7-day period. $hd-day
windows lead to a significant over-estimation oé tkequired
link bandwidth. With 1-hour windows, the feasibleligion
requires 1 Gbps links. Correspondingly, the maximiimk
bandwidth over the entire 7-day period is also lgwm 1
Gbps. Thus, 1-hour windows seem to give the bestetoff
between accurate estimation of the peak window astdal
link utilization.

Running the placement often allows us to handle aem
changes or estimation errors gracefully. Howeveache
iteration incurs computational and transfer ovezads. We
experimented with different placement fre- quendessee
how they affect performance. We show the maximumk li
bandwidth usage, total data transfer, and the ifnacbf

requests served locally for the last two weeks. &esider
both video size and number of hops to calculatal tdata
trans- fer, as in (2). We do not use the compleargritRU-

cache here. We observe that if we update the ptaeat once
in two weeks,
significantly. This is because with less frequeptiates, the
error in demand estimation accumulates over tingethe
current placement does not adapt to changes ird¢n@and
pattern. We observe that com- pared to weekly @sdataily

history with weekly placement updates, we did ot fany

meaningful differences compared to a 7-day histbryTable

4, we quantify the error in our estimation of dechdor new
videos by presenting the performance when we haviegt

knowledge. When we have perfect knowledge, our bHBed
solution always maintains the link utilization bela@apacity
(< 1 Gbps), serves all the requests while using letal

network band- width, and serves a majority of restmiéocally.

On the other hand, without any estimation for nédews, we
observe that the maximum bandwidth grows to ovetii®es

the link capacity, and the resulting placementitesa lots of

remote transfers. Our simple estima- tion strategyije not

perfect, allows for performance comparable to whenhave
perfect knowledge. Cost of placement updates: Gped to
con- sider when determining the frequency of upslédethe
network transfer cost due to video migration fornaw

placement. We can slightly modify equation (9),tstitat we
consider the cost of migration based on the preusi
mapping (refer Section 5.2.2). In our experimentth wthis

modified objective term, we find that around 2.5Keos need
to be transferred between two place-ments. We atatethis
is a small cost compared to the number of requésts,

100Ks per day) and hence is quite manageable alctipe, we
can even lower the update costs by piggybackingegoests.
That is, when a new placement requires a partioit#d i to

store video m, i can wait until a user requestdatth it and
store a copy in the pinned portion of disk. We plan
investigate this aspect further in the future.

G. Generalized Overlay Models

3.1.1. Routing Overlay Model. The generalized mgiti
overlay model is mainly due to RON [Andersen et24801].

The purpose of a routing overlay is to provide aprioved

routing performance over that provided in the Inétr It does
so by finding the best paths to destinations andtktu

detecting failures to route around them. The oyerla

nodes perform probes to its neighboring nodes énatverlay.

These probes help detect whether an overlay lirsk faged

and help the overlay node to measure performaatiststs to
each overlay node. To perform routing, the overiaywork

executes a routing protocol (usually link statejween the
nodes in the overlay network. This allows the noieselect
best paths (based on some metrics, including Ilgtenc
throughput, loss rate, and bandwidth) and routeurato
failures in the network as they occur. The routmgerlay

generally performs better than the native layetingubecause

then the maximum bandwidth growsit is able to choose paths that are not availablthe native

layer (due to various reasons including policyrieons and
physical restrictions) and detect failures eatliem the native
layer.

updates only modestly improves the maximum bandwidt Service Overlay Model. The generalized service overlay

usage or miss ratio. However, by utilizing the moetent
request history information, we can achieve aroufido
improvement in terms of total data transfer. Usind4-day
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model is mainly due to SON [Duan et al. 2003]. AvEe
overlay network is deployed by a third-party seevprovider
to provide an added service to its customers. Tdrgice
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provided is generally QoS, but may also be redilienting,

content delivery, and security. The service

overlay is usually provided some support (for a@yifor its

operation from the ISPs. For example, a QoS-earihgn
service overlay network may purchase bandwidthdeidery

guarantees for its traffic from ISPs [Duan et &03].

Security Overlay Model. The generalized securityertay

model (Figure 9) is due to SOS [Keromytis et al0ZJ0and
Mayday [Andersen 2003]. The primary purpose of eugty

overlay is to provide DoS-resistant communicatiam fts

participants. A security overlay typically utilizéso primary
services for its operation (i) an anonymous rousiagvice that
hides the overlay traffic and the location of oagrhodes to
prevent attacks on the nodes and internode trafiit (i) a
filtering service around the protected target ttoval only

overlay traffic through. These are usually combineith a

user authentication service at the edges of thdayvaetwork
to identify legitimate users of the protection seev
Depending on the type of authentication used, thating

service used, and the filtering parameters usedovieriay can
provide different levels of protection for diffettetypes of
users.

H. Advanced Generalized Overlay Topology Models

One of the first considerations in designing an riaye
network is to choose an overlay topology to connibet
various overlay nodes. The overlay topology chosen
generally application-specific to suit the partamul
requirements of the service it is designed to mheviThe
topology chosen has a direct impact on the perfooma
scalability and overhead, security, and failuréstasce of the
overlay network. In this section, we discuss togglaesign
issues for different kinds of overlay networks.

Topology construction for routing overlays. Routing overlays
are designed to improve the resiliency and perfogaaover
the underlying Internet paths. In routing overlay® overlay
topology and the routing protocol have a directactpon the
failure resistance and recovery of the overlay oetyLi and
Mohapatra 2004a]. One overlay topology design ahtaristic
that directly affects failure resistance is pathedsity. Path
diversity can be considered in two layers: (1) taxedayer
and (2) physical layer. Overlay-layer path diversiinsures
that overlay-level paths share as few overlay-ldiréds as
possible. However, this does not necessarily tat@sinto
diversity at the physical layer (see Figure 11).di¥erse
overlay paths share the same physical links, thearéaof the
shared physical link breaks both the paths simeatiasly.
Therefore, building overlay networks with physichversity
provides more resistance to failures and improesowvery.
Among the routing overlays, RON uses overlay-lagath
diversity where it forms a full-mesh among all nediat
monitor their connectivity to every other overlagde. This
enables a RON node to quickly detect path outagesta
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choose the best possible alternate path to reachmmte
destination. On the other hand, the full-mesh des#gnot
scalable and has a large operational overhe&{/d2) where
N is the number of overlay nodes in the system. @oposal
to reduce this overhead is to randomly interconmeeriay
nodes bound by certain degree constraints [Chu 2080; Li
and Mohapatra 2004a] but this comes with a tradedff
reducing the degree of connectivity and alternathg An
alternative approach for selection of overlay nodesa
physical topology-aware manner is proposed in Harale
[2005]. In this work, the authors utilize offlinenaysis of a
large quantity of traceroute and ping measurematat fbr this
purpose. From the measurements, they calculatedpagtsity
and latency as metrics to choose the best placeoh@verlay
nodes. Path diversity is calculated as the numbér
overlapping nodes between the indirect overlay platbugh
an overlay node and the direct native layer pdthwd paths
through the same node have a high correlationpétls are
assumed to be part of the same cluster. Based isn
clustering scheme, a simple heuristic to choosentimaber
and placement of overlay nodes is to choose one raid
random from each cluster. A similar clustering fpléed for
latency measurements between source destinations pai
through an overlay node. The final heuristic usatercy
measurements to pick the desired set of nodes tinenset of
nodes chosen by the path diversity heuristic. $imdeas are
explored in Cui et al. [2002], where the authorplere the
problem of assigning backup paths with the aim wfimmizing
the joint probability of failure between the prirpand backup
paths. This probability is minimized by selectirackup paths
with minimal correlation at the physical level toetprimary
path. Another underlying topology-aware topology
construction scheme was proposed in Qiu et al.3R0A this
work, the authors describe a distributed binningeste to
take advantage of the physical proximity betweenrtbdes in
an overlay. In this scheme, overlay nodes partitimselves
into “bins” based on ping measurements to certiamarks,
for example, DNS servers. Nodes that are physicdtige to
each other group themselves into bins (clustersistérs that
are proximate to each other can then be clustemgether to
form a higher-order cluster, and so on. This bignicheme
can be used to build an overlay topology with adsabuting
performance than random node selection. For exanwle
simple strategy used by the authors to build suchwverlay is

to have an overlay node pick half of its neighbfscsn the
nodes closest to itself (approximated by pickingnth at
random from its bin) and the other half at randéonnaintain
connectivity). Even this simple scheme was showpeidorm
better than constructing a random overlay networke
relationship between overlay topology and its penfance is
formalized in Zhang et al. [2006]. In particulahetauthors
identify three graph-theoretic metrics for the desof highly
efficient routing overlay topologies: (i) charadstic path
length (CPL); (ii) average cut size; and (iii) theighted node
degree sum. The first, characteristic path lendgiPL) is
defined as the median of the means of the shqrégktlengths

th
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connecting each vertex to all other vertices. Alsralue of
CPL provides a better routing performance becahsepath
lengths to be traversed are smaller. The averagsizel is a
measure of the path diversity available in a graplarger cut
size implies a more richly connected graph, ancchdretter

SON overlay for QoS requires the provisioning ofidbaidth-
guaranteed tunnels between overlay nodes. The lactua
topology to be chosen is less evident in this chagjt stands

to argue that good end-to-end latency and scakahituld be
beneficial in SON design. In QRON [Li and Mohapatra

performance. While the CPL and average cut sizet mo2004b] the authors propose the construction ofobajtscale

directly affect routing performance, a third metneeighted
node degree sum (WNDS), is required to compensatéhé
difference in the utilization levels of links beterenodes with
different degrees. WNDS assigns larger weightssfoaller
degrees. Hence, a smaller value of WNDS correspimds
richly connected graph, and thus a better perfoomaBased
on these metrics, the authors propose a heuristicnéde
selection and topology design that aims to findubgsaph
with small CPL and WNDS but a large cut size. Failu
recovery is an important consideration in the topggl
construction of a routing overlay. When a failuecuars, the
overlay chooses a new overlay-level route in aengit to
route around the failure. The success of routirmumad the
failure depends on two factors: (i) the availabilif alternate
routes and (ii) the quality of available alternataites. The
availability of alternate routes depends directly ¢he
topology used to build the overlay. The full medbr
example, provides the maximum number of alternatees,
and hence a better success of failure recovery ghdl
Mohapatra 2004a]. The quality of the available rakge
routes depends on the correlation in the physioaksl!
comprising the alternate overlay paths with thesptgl links
comprising the failed primary path. If there is aghh
correlation between the paths, the probability thatalternate
path is also affected by the same failure as thmgwy path is
high. This highlights the importance of minimum redation
between native layer paths during the constructiérthe
overlay network. Han et al. [2005] develop hewsstior the

SON to provide QoS guarantees, hence scalabilitgribes an
important consideration. The topology is constrdctach that
nodes within the same domain are fully meshed taect is at
least one tunnel between two neighboring domains. T
improve the scalability of this architecture, thetheors
propose a hierarchical naming scheme which logiggbups
overlay nodes into disparate clusters (see Se2ti®n

Vieira and Liebeherr [2004b] propose methods tadguihe
topology design of a large-scale SON. They aim ioimize
the costs associated with the interconnection eflay nodes
across multiple ISPs while providing the best asdesend
users. The problem is formulated as an optimizapiablem
and proven to be NP-hard. The authors proposerailtip
heuristics to approximate the optimal solution. Fand
Ammar [2006] study the problem of dynamically
reconfiguring SON topologies to suit communication
requirements. Such a reconfiguration can allow $i@&N to
better adapt to changing communication requiremelnis
with an associated cost. The authors aim

to minimize the overall cost, which includes thestcof
delivering traffic over the network and the cost of
reconfiguring the overlay. The problem is shownbt NP-
hard, and the authors propose several approxinsafoorit.

Topology construction for security overlays. In security
overlays (Section 3.1.3) traffic is tunneled throwgseries of
overlay nodes to reach a protected destination. griveary
objective of the overlay design is to provide DeSistant

construction of overlay networks with maximum pathcommunication service to its users and to proteetdverlay

diversity (and hence  minimum correlation) through
knowledge of the native layer topology. Similar adeare
explored by Cui et al. [2002], where the authorpleve the
problem of assigning backup paths with the aim wfimmizing

the joint probability of failure between the prirpaand backup
paths. This probability is minimized by selectirackup paths
with minimal correlation at the physical level toetprimary
path. The importance of native-layer topology awess in
overlay construction is also highlighted in Li aktbhapatra
[2004a]. The authors show that topology-aware aggites
have comparable

failure recovery ratios (the ratio of paths recedeto total
number of failures) and recovered path penaltiee @dded
penalty due to the selection of a less optimal vepppath) to

nodes from DoS attacks. Latency and improving enerd
performance are not part of the overlay design. és@mple,
the SOS [Keromytis et al. 2002] overlay topologyidas a
Chord ring [Stoica et al. 2003] which is vital tbet DoS-
resistant service provided by SOS. The SOS proviaes
effective solution to DoS defence, but the tradésfthat the
end-to-end latency takes a hit and is increased margin of

5 to 8 times over unicast latency. In WebSOS, Siawat al.
[2005], implement, in addition to Chord, a CAN tdqgy
[Ratnasamy et al. 2001] with comparable performance
metrics. In FONet [Kurian and Sarac 2007], we maway
from using the circuitous routing used in previgueposals,
to providing DoS defence using the SON model ofiser A
third-party OSP deploys overlay nodes with bandhwidt

the optimum cases at much less routing overheadnwheguarantees to protect inter-FONet traffic from Datfacks.

compared to full mesh.

Topology construction for service overlays. QoS-enhancing
overlays like SON [Duan et al. 2003] and QRON [lrda

Additionally, individual overlay nodes are protettagainst
DoS attacks via the filtering of undesired traffgy avoiding

the need for circuitous routing and protectingdkerlay

nodes from attack, FONet improves on the end-to-end

Mohapatra 2004b] aim to provide service and bantwid performance of applications using these overlaythowit

guarantees to applications. For this purpose, tremlized
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compromising security. In addition to DoS attackscurity
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overlays can also be vulnerable to compromise ddrlay
nodes. Since overlay nodes are generally made upndf
systems deployed by users rather than core rodep®yed
by ISPs, they are in general more vulnerable toicmals
attacks and intrusion. Some authors

enhancing its scalability, and reducing its ovedchdagure 12
shows an overview of some of the relevant work.tHis
section, we group these works under three topgcilpws:

mechanisms to enhance overlay networks with protect network depends on (i) routing protocols and patlection

against such attacks. Walters et al. [2010],
employ data mining techniques to detect outliersdata

algorithms; (ii) path selection metrics; and (iminimal hit-
time after failures.

reported by overlay nodes.2 The reasoning behingl th

proposed technique is that a malicious insider \milve
difficulty in lying consistently to (i) every otherode (spatial
outliers) and (ii) over time (temporal outliershd problem of
ensuring Byzantine resiliency and intrusion toleerhas
received more attention in P2P overlays [Johansah 2006;
Sit and Morris 2002; Singh et al. 2004; Castro let2802].
Wang [2005] and Wang et al. [2005] analyze the ertdbility
of structured overlay topologies to two types ofrusion
attacks: (i) penetration attacks that aim to diyeettack a
protected server by compromising nodes in the patthe
protected server and (ii) proxy depletion attadkat taim to
disable the overlay (proxy) network by compromisiat
nodes in it. The authors demonstrate that withodded
protection  measures like proxy  migration
reconfiguration,3 the overlay network can be vudide to
penetration attacks. The vulnerability to penetratattacks is
linear to the depth of the overlay topology thattie number
of nodes to traverse to reach the target. In prdepletion
attacks, the overlay topology plays an important jra its
resiliency.

Specifically the authors observe that topologiethwai lower
vertex degree and balanced connectivity overaliwglabobetter
resiliency to depletion attacks. With these requiats,
Chord, with its high connectivity, is shown to gmrh poorly
against depletion attacks. Topologies like CAN [Raamy et
al. 2001] and the de Brujin graph

with lower degrees and well-distributed connecfiviare
expected to exhibit better resiliency to depletiatiacks
[Frechette 2005].

Routing protocol and path selectiofhe most common
routing and path selection approach in overlayinguis a
link-state-based proactive approach [Andersen.€2G01]. In
this approach, we assume knowledge of global tayoknd
link-state information. The shortest path is chogesing
Dijkstra’s algorithm) for each flow-based on

the desired routing metric. Another approach isnk-s$tate,
based reactive approach proposed in Zhu et al.6J200 the
reactive approach, link-state advertisements andbal
knowledge are assumed as in the proactive case.
difference is that the one chosen initially as t@st one is
maintained for the subsequent flows, unless thstiegi

path is no longer suited to provide certain perfomoe

andguarantees. The authors contend that the reactuéng

scheme leads to amore stable overlay routing scheitie
fewer path changes. A recent study presented inulRgthal.
[2006] suggests that overlay paths typically haeeyvhigh
persistence (in the order of hours), suggesting ahaeactive
approach can be well-suited for most overlay negitisout
sacrificing performance. In QRON [Li and Mohapa2f04b],
the authors suggest two alternative path-seleaigorithms
that can provide load balancing in addition to sging the
performance requirements. Another routing approacthe
feedback-based approach proposed in Zhao et d@3]2n
the feedback-based approach, each overlay nodeaimsira
small number (usually two) of backup routes to gwvether
overlay node in its routing table. When the overlagde
detects that the primary path is lossy or not aWdd, it

For DoS attacks on the nodesy theswitches to one of its backup routes. The backupesare

demonstrate that overlay networks can provide btala disjoint at the overlay level (not necessarily la¢ fphysical

resistance to large-scale DoS attacks. The sizheobverlay
topology has a linear impact on the volume of &ttac

the overlay can withstand. In contrast to the tesuh latency
observed by SOS and WebSOS [Stavrou et al. 2008],
authors also contend that the overlay networkicgrovethe

end-to-end performance of the end user due torébeepce of
long-lived TCP connections between overlay nodes. &
detailed explanation of the results, the readereferred to
Wang [2005].

I. Overlay Routing

The feasibility of overlay routing in improving theolicy-
based network layer in routing performance has lvaédated
by several experimental [Anderson et al. 1999, 26¢ihul et
al. 2006; Zhang et al. 2006] and analytical requlteing et al.
2006; Qiu et al. 2003]. Much work has gone into arding
overlay routing with an aim to improving its penfeance,
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level), and hence have a reasonable probabilitybeihg
available even if the primary path fails [Li and Mapatra
2004a).

Metrics The metrics used for path selection depend on
type of application the overlay intends to supp@thoosing
the correct metric is important to ensure the pestormance
for the routing process. The most common metricd uise
latency as proposed by RON [Andersen et al. 200dtency
is well-suited for most network applications, asdthie most
easily measured via path probes. RON additionaibppsed
two other metrics: path loss and throughput. Pagk Is more
difficult to measure as it has to be estimated ftbentwo-way
path loss probability of a probe packet. A simptify
assumption is that the bidirection loss is equadlljided in
both directions. Throughput can be estimated bygushe
TCP throughput equation based on the observedckatend
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loss rate. Zhu et al. [2006], propose the use dilable
(overlay) bandwidth as a metric for path selecti@wailable
overlay bandwidth is defined as the minimum avéddab
bandwidth of all physical links comprising the oegrlink.
The authors argue that latency, loss rate, andugfmout are
not directly indicative of traffic load in the patfiatency
depends primarily on propagation latency rathen thraffic
load, losses occur only after congestion has ajrbagpened,
while throughput as measured, in RON is the TCButjinput
which depends on factors like flow size and adsedi
window [Zhu et al. 2006]). However, available baimdhv is
not easily measured, and estimation techniques havee
used which can incur added load in the network. rAghial.
[2005] propose a two-metric routing decision for IR0
applications. In VolP, the goal is to maximize tinember of
packets that arrive with a certain threshold fayphck at the
receiver. Packets that arrive after the threshmdduaeless, but
limited loss of packets can be tolerated. The meiroposed
depends on both loss rate and latency of the #énH,is called

[Andersen et al. 2003] provide an answer to thizsbfam at
the cost of increased network traffic. Mesh routimgised in
these overlays to add redundant packets into th&onle by
duplicating traffic along multiple redundant routdsultipath
routing can be used in conjunction with generaltingu
overlays to tradeoff between the hit-time and théundancy
required in the network.

Scalability and overhead: We consider overhead and
scalability together because of their close cofi@taln RON
Andersen et al. [2001], state that the RON oveidagcalable
to around 50 nodes. This limit in scalability isusad by the
overhead introduced by the overlay operation. Tlaeeethree
components that make up this overhead:

(i) probing or ping overhead between overlay nodiéslink-
state broadcasts to announce up-to-date link statk{iii) the
computational overhead required at an overlay oggocess
state and data traffic. We ignore the computatianarhead
because it is not necessarily an overlay desigrbleno

expected latency. In QRON, Li and Mohapatra [2004b)although as done in QRON [Li andMohapatra 2004b],

suggest two alternate metrics to use in conjunctiath
Dikjstra’s shortest-path algorithm. Since, in QROp&ath
selection aims to satisfy the QoS requirement, thein
criterion used is available bandwidth. Thus bothtrioe
proposed in QRON are dependent on the availabldviidih
and additionally on the available computationalazdty of the
nodes in the overlay.

Reducing hit time during failure recoveryte define hit time
as the time period after the failure of a nativi Icomprising
an overlay path during which there is no data floetween a
source-destination pair that was using the oveplatyr. Note
that our definition assumes that the ovedbayaysfinds a new
path, and is more general than the usual definiibhit time

that defines it for a single overlay link [Seethraean and
Ammar 2006]. The more general definition helps was
account for multipath overlays and other techniqidies
reducing hit time. In the generalized routing oagrlhit time
is comprised of the time to detect the fault, trmute

convergence time during which all the nodes in ribvork
are aware of the fault and a new route is calcd/ad@d the
time taken to switch to the new route. In singlg-hadirection
overlays [Gummadi et al. 2004], since there is pating

convergence, the hit time is comprised of the timdetect the
failure and the time to switch to the new routenafly, in

multipath overlays [Andersen et al. 2003], assuntirag there
is at least one redundant route between the soarntk
destination that is active, the hit time is zero. deneral
routing overlays, the hit time depends directly ¢me

frequency of active probing between the nodes. Heweas
shown by several authors [Keralapura et al.
Seetharaman and Ammar 2006], higher probe ratesttean

increase in negative interactions between overday native
traffic, referred to as route flapping. An improvadiareness
of the native-layer routing process at the ovelkyer can
reduce the number of route flaps.
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residual computational capacity of the nodes can be
considered in the routing process). In the gerardlirouting
overlay model, the probing overhead is generallgvoidable
(except in SOSR [Gummadi et al. 2004]). In linktsteouting
protocols (we do not consider feedback-based appesa
because, as per Li and Mohapatra [2004a] they ess |
scalable than link-state approaches ) the link estat
advertisements are also required. The overhead sethby
these two factors becomes excessive in RON dubketdutl-
mesh overlay topology used. It has been shownatta@:-node
full-mesh overlay introduces about 30 Kbps routivgrhead
[Andersen et al. 2001]. There have been two general
approaches to solving this scalability problem:afpproaches
that deal with flat topologies and (ii) approachest deal with
hierarchical topologies. Flat topologies like thdéi-mesh are
not scalable, hence several other topologies hasen b
proposed by researchers [Li and Mohapatra 2004iapnd
Mohapatra [2004a] analyze several such topologiegtfeir
routing overhead and conclude that there are skvera
topologies available which, unlike full-mesh, camals
linearly with overlay size. The impact of theseeslate
topologies on routing performance is quantifiedRewaskar
and Kaur [2004]. They observe through largescaterhet
measurements that reducing the degree of conngctif/ithe
overlay topology by a factor of 2 reduces the owathby a
factor of nearly 4. However, this reduction in dsgraffects
the availability of paths with lower latency anddorate than
the default path by a 40% and 30% percent, respbgti
Similar observations for probing duration show tdatibling

the probing duration reduces overhead by half while

2004generating stale routing information for 10% and¥3@or

latency and loss rates, respectively. The tradisoffpparent,
while full mesh provides the best performance, raltéve
topologies with a lesser degree of connectivity paovide
acceptable results for most requirements. Anotppraach to

Multipath oveslay reducing the overhead would be to reduce the amoéint
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monitoring required to maintain the overlay netwdrke task

the lack of interaction between the different layeuring

of monitoring O(N2) paths can be reduced to the task ofrecovery. Several authors have explored thesesittiens and

monitoring k (k is approximatelyO(log N)) linearly
independent paths [Chen et al. 2004]. A detailaddision of
the algorithms is beyond the scope of this sunayd we
avoid further discussion. The overlay topologiessidered so
far have been flat, requiring every overlay nodehtwve a
complete global picture to perform overlay routidgviable
alternative is to use a hierarchical topology (Fég@3). The
hierarchical approach is an axial method to enhatiee
scalability of routing protocols (e.g., OSPF) iretmternet.
Hierarchical methods depend on the ability to “aggte”
routing information without incurring significantepalties
associated with the loss of information. These sdeae
extended to overlay networks in QRON [Li and Mohapa
2004b]. The authors propose a hierarchical orgéinizavith
nodes organized into clusters based on their pibxim
Clusters are further organized into higher-levaktérs, and so
on, with Level-1 clusters forming the highest levef
aggregation. Link state advertisements are madg within
the cluster, and gateway nodes in each clustereggtg the
local information to form a full-mesh topology camting
them. A similar clustering approach is propose&astic and
Vahdat [2002]. They observe that the hierarchiqgiraach
exponentially improves network overhead and schtgpbi
while its performance penalty is within 15% of thgtimal. A
third approach to improving the scalability of degr
networks is the single-hop overlay indirection agwh
[Andersen et al. 2001; Gummadi et al. 2004; Haal.e2005].
We discussed this approach in detail previousigédntion 2.4.

J. Overlay and Nonoverlay Traffic

An important consideration in the operation of nogtoverlay
networks is their interactions with each other aodoverlay
traffic. Since different overlays and backgroundffic share
many of the same network resources, they may caripet
these resources with each other. There are twerdiff types
of interactions: (i) interactions between overlauting and
underlay routing and (ii) interactions between eafifint

how to accommodate for them in overlay architectu€giu et
al. [2003] study interactions between different ntawe and
underlay routing in the absence of traffic engimag(i.e., the
underlying network-level routing remains the saméhey
observe that in the absence of traffic engineerfii§),
different routing schemes can interact well wittcheather.
Overlay routing can provide nearly optimal latenaly the
expense of added network cost and link utilizatibhe goal
of traffic engineering, however, is to reduce netwoosts by
varying network-level routing to changes in traffionditions.
In this context, both overlay routing and traffingineering
continually adapt to each other to minimize the&spective
cost functions. The authors separately study tffece with
traffic engineering provided by an OSPF route opinand
an MPLS optimizer. In the OSPF case, they obsdrakthere
is a significant performance degradation, so muxihat the
nonoptimized case outperforms the optimized casBL3$/
based traffic engineering on the other hand pedorm
significantly better than the OSPF case. The astltontend
that the MPLS optimizer has much more fine-grainedtrol
over overlay traffic, as opposed to the OSPF optmivhich
allows it to adjust its routing matrix more effely. Liu et al.
[2005] further explore the effects of overlay raogtion traffic
engineering. They model the
conflicting objectives of overlay routing and tiaff
engineering as a noncooperative, nonzero sum teyepl
game.4 The authors demonstrate that when modeledviy
the game has a stable and unique Nash equilibroint.p A
discussion of the Nash equilibrium is beyond thepscof this
article; but note that Nash equilibrium is not dficeent state
for either player. The selfish behavior of overtayting and
its interaction with traffic engineering as

a result degrades the performance of regular usedsthe
underlay network as a whole. Keralapura et al. #200
examine the interactions between overlay routind ®affic
engineering in the presence of unexpected evekgddilures.
They identify that overlay routing violates two as
assumptions made by ISPs in their traffic engimegri

overlay routing schemes. For an example of how thgpglicies: (i) traffic demand is relatively constamter shorter

interaction between overlay and underlay routing effect
both layers negatively, consider Figures 14, 18, B (Note:
In these figures, the native layer or underlaytitha bottom,
and the overlay layer is at the top). In Figure When the
native link BD (at the bottom) fails, the overlagcovers and
switches from path ADE to path ACGHE. Some timenathe
native layer recovers from the failure and choasegw path
ABCD to route from A to D (Figure 15). The overl&yer,
due to its probing, detects a new, shorter path tmd hence
switches back to ADE. Suppose that this switch esube
native link BC to be overloaded. If traffic enginieg is
present in the domain, it may switch to AC insteAdBC in
the original routing tables (Figure 16). The owvgrlaow
detects that path ACE is more advantageous than, ADH
hence switches to ACE. These route flaps are cadsedo
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periods of time and (ii) changes in the path withidomain do
not impact traffic demands. This leads to frequestillations
in routing and makes traffic matrices more dynaraiod
difficult to predict. Traffic engineering is alsegponsible for
implementing load-balancing policies of the ISP.e@ay
routing can bypass these load-balancing
violating the ISPs load-balancing intent. Another
consideration is the case of a single overlay thpans
multiple AS domains. The effects of a failure ophysical
link in one of the domains can cause the overlagwiich its
paths, affecting the load on links in other domaifisis is an
undesired effect and can lead to oscillations imaios due to
an event in another domain.

Seetharaman and Ammar [2006] study the behavior of

networks in which the overlay layer and the natlager
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operate independently of each other. The problésesadue
to lack of coordination in the failure-recovery rhanisms of
the two layers. As described in Section 3.1.1,4img overlay
uses probe messages to detect failures (often eyuiblan the
native layer) and finds
independence results in a dual rerouting at thel&yers, and
hence to oscillations. Completely avoiding this onesry

process is also not ideal and can lead to parétiooverlays.
Hence, the authors suggest an improved “awarerafstie

underlay recovery at the

overlay layer. The overlay layer suppresses orydels own
rerouting process in deference to the recoverygeoat the
native layer. The authors demonstrate that, in wWay, the
number of oscillations due to dual rerouting arduced.
However, the tradeoff is the time required to resxdvom the
failure at the overlay layer, which may now

its own alternate path. sThi

algorithm required for our approach before desnglt more
formally in later sections.

A. Load aware anycast CDN

Figure 1 shows a simplified view of a load-aware/cast
CDN. We assume a single autonomous system (AShiohw
IP anycast is used to reach a set of CDN nodeshiittd
within the AS. For simplicity we show two such CDides,
AandB in Figure 1. In the rest of this article, we use terms
“CDN node” and “content server” interchangeably. fifeher
assume that the AS in question has a large fodtprithe
country or region in which it will be providing CDBervice;
for example, in the US, Tier-1 ISPs have this kiofl
footprint.1 Our article investigates synergisticnéfits of
having control over the PEs of a CDN. We note tihaise

depend on the speed at which the underlay recover@ssumptions are both practical, and, more impdytaatecent

Seetharaman et al. [2007] suggest preemptive giestefor
each layer that try to prevent the other layersfrieeding to

study of IP anycast [Ballani et al. 2006] has shdkia to be
the ideal type of deployment to ensure good prayimi

make a readjustment which could potentially lead tdProperties.2 Figure 1 also shows the route coetroll

oscillations. For the overlay layer, this amourismaking
available bandwidth measurements on the native-laye
links and limiting overlay bandwidth consumptiontie less
than the available bandwidth. For the native lattez,strategy
takes into account the fact that overlay routindl wihoose
paths with the lowest latencies. So during its Bituations,
the native layer tries to ensure that the hop-cafnpaths
between source-destination pairs stays

within a small threshold of its previous value. &apura et al.
[2005] examine the interactions that occur when tiplel
overlays coexist. Since each overlay takes indegrgnauting
decisions without knowledge of the other, oscilat in
network load and routes are both possible. The casith
identify three conditions for such oscillations): g failure or
path degradation event which triggers the recowmnt in
overlays; (ii) a shared link between the two owsjaand (iii)
correlation between probe periods of the overlayhe
aggressiveness of each overlay plays an imporianmtip the
probability that two overlays will get synchronizedd go into
oscillations. Generally, an increase in aggressisendefined
as the the ratio of probe timeout and probe intgtvanslates
to a higher probability of synchronization. Osditbeas are
detrimental to both overlay and nonoverlay trafficcareful
consideration of the impact of a new overlay ndedse done
before deployment. Overlays potentially can alsoefie from
a common probing layer similar to that suggestedNaigao et
al [2003].

VI. LOAD AWARE ANYCAST CDN ARCHITECTURE

In this section we first describe the workings dbad-aware
anycast CDN and briefly discuss the pros and cdnthie
approach vis-a-vis more conventional CDN architegtuWe
also give an informal description of the load-balag
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component that is central to our approach [VanMerwe et
al. 2006; Verkaik et al. 2007]. The route contmoletivates
routes with provider edge (PE) routers in the CDNvjaler
network. As described in Van der Merwe et al. [40Qbis
mechanism involves pre-installed MPLS tunnels redte a
destination IP address (an anycast address in an&) drom
each PE to every other PE. Thus, to activate aerérom a
given PEPEi to another PEPEj, the controller only needs to
signal PEi to start using an appropriate MPLS label. In
particular, route change does not involve any rotoaters
and in this sense is an atomic operation. The rookgroller
can use this mechanism to influence the anycastesou
selected by the ingress PEs. For example, in Figure direct
packets entering through PPE1 to the CDN node B, the
route controller would sign&EL to activate the MPLS tunnel
from PEL to PE5; to send these packets to node A instead, the
route controller would similarly activate the tuhfiom PEL

to PEO. For our purposes, the route controller takemaists,
ingress load from the PEs at the edge of the négvsmrver
load from the CDN nodes for which it is performing
redirection, and the cost matrix of reaching a giveDN
server from a given PE to compute the routes imt@ance
with the algorithms described in Section 3. Thedlaavare
anycast CDN then functions as follows (with referrto
Figure 1). All CDN nodes that are configured tovsethe
same content¥ andB), advertise the same IP anycast address
into the network via BGP (respectively througt0 and
PE5). PEO andPES in turn advertise the anycast address to the
route controller, which is responsible to advertifige
(appropriate) route to all other PEs in the netw(REL to
PE4). These PEs in turn advertise the route via eB&Rions
with peering routersREato PEd) in neighboring networks so
that the anycast address becomes reachable thnaut®
Internet (in the figure represented by access misvandll).
Request traffic for content on a CDN node will éoll the
reverse path. Thus, a request will come from anessc
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_network, and enter the CDN provid_er network via @_rﬁehe  Since the(l—(j) are the conjugates ¢L— ¢ ), this shows
ingress router$E1 to PE4. In the simple setup depicted in

Figure 1, such request traffic will then be forneddo either that Ny, (1={)= p The key result for determining the
PEO or PE5 en-route to one of the CDN nodes. Based on th%n of integersO.. is the followin
two load feeds (ingress PE load and server loaoliged to 9 9 K 9
the route controller, it can decide which ingre$s (PEL to

PE4) to direct to which egress PEHO or PE5). By assigning LEMMA 1.9

different PEs to appropriate CDN nodes, the roatetroller @-¢)o, nll =pl
can minimize the network costs of processing theatel and
distributed the load among the CDN nodes. In sumgnaur
approach utilizes the BGP-based proximity propestylP O, , so the inclusion1—¢)O, n[J O pJ is immediate.
anycast to deliver clients packets to nearest gggRES. These Suppose now that the inclusion is strict. Since

external portions of the paths of anycast packets a ., . . - .
determined purely by inter-AS BGP routes. Once ptk (@ Z)OK NU is an ideal of | containing piJ and P is

enter the provider network, it is the route conéolthat 5 maximal ideal of] , we must have(1-{)O, nlJ =[]
decides where these packets will be delivered titrou .

mapping ingress PEs to content servers. The rauteraller ~ 1NUS we can write 1=a(1-4)

makes these decisions taking into account both or&tw Fqr someq O00O. Thatis,1-{ isaunitinO,.
proximity of the internal routes and server loads.

Proof. We saw above thap is a multiple of(1—¢) in

COROLLARY 1.1 For any aUOQ,

Tr,, (A-¢)a)0 pl
PROOF. We have

Let p be a rational prime and l&k = ({',). We write {

for Zp or this section. Recall thatK has degree

@(p) = p—1overll. We wish to show tha®, =[] [Z]
Note that{ is a root ofX” =1, and thus is an algebraic Tr, (@-a)=0,(1-{a)+ ..+, (={p)

integer; sinceO, is a ring we have that [Z] 0O. We =0,1-{)o(a)+..+ O'p—l(l_Zb'p—l@')

give a p.roof. without assuming unique factoriza@ridgeals. =(-{)o,(@)+..+ (1_Zp—1 bp—l @)
We begin with some norm and trace computations. |Léte

Where thed; are the complex embeddings Kf (which we

. - oL i L
anthmteger. It] is not divisible by p, then¢"* is a primitive are really viewing as automorphisms Kf) with the usual

p~ root of uniy, and thus its conjugates areqqering. Furthermorél—{ ! is a multiple ofl—¢ in O,
,¢%,... ", Therefore for every j # 0. Thus

Tr,, (@1-¢))0@A-{ YO, Since the trace is also a
rational integer.

Thy, ((N) =g+ P+ 40 =0, (()-1=-1

If p does dividej, then Zi =1, so it has only the one _
PROPOSITION 1.4 Letp be a prime number and let

conjugate 1, and Tr., ({') = p—1 By linearity of the
e w (C)=P Y Y K =0 ({,) be the p" cyclotomic field. Then

trace, we find that

Tr,, A-0)=Tr,,, (1-7%)=.. O =U[¢ 1 00N/ (@ %); ThusL,{,,... )% is an
=Tr, A1-¢" M) =p integral basis folOy .
We also need to compute the normilof ¢ . For this, we use PROOF. Let & O and write
the factorization a=a,+tad +..+a " with g 00 . Then
P X2+ +1=
XA 120, () a(l-0)=a,1-{)*+ 8 ~{%)+ ..
— (v — _ 72 —_ 7ph1y. _ -
| __(X O)X=47)..(X=¢"7); +a, (" -¢"

Plugging inX =1 shows thzat y By the linearity of the trace and our above calibotes we find

p=1-¢)1-¢")...(=¢"™) that Tr,,, (a(1-{)) = pa, We also have
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Tr, (@@-¢)Upd, so g 0l
algebraic integer

(@-a)'=a+al+.+g £"°

algebraic integer since"1 = Zp_l is. The same argument as

Next consider the

; This is an
above shows tha®, L1l], and continuing in this way we find

that all of the@, are in[J . This completes the proof.

Example 1.4 LeK =[ , then the local ring/ " is simply
the subring ofl] of rational numbers with denominator
relatively prime top . Note that this ring [J " is not the
ring [J pof p -adic integers; to get’] pone must complete
0 (p) "
a particularly simple ideal structure. Latbe any proper ideal
of Oy , and consider the ide&d N O, of Oy. We claim

thata=(an Q.)Q ,; Thatis, tha@ is generated by the

The usefulness dD, , comes from the fact that it has

elements ofa in an Q. Itis clear from the definition of an
ideal thata [J (an Q,) Q ,. To prove the other inclusion,
let @ be any element ofi. Then we can writex = B/ y
where SUO, and yOp. In particular, S0a (since
BlyOa and a is an ideal), so)BUO, and yp. so
BUan Q. since 1/y00
a=pBly0(@nQ)Q ,, as claimed.We can use this

k.p» this implies that
fact to determine all of the ideals @ . Let & be any ideal
of Oy ,and consider the ideal factorization &fn Q¢ in

O . write it asan O, = p'b For somen and some ideal

b, relatively prime top. we claim first thahQ, , = O .
We now find that

a=(anQ)Q ,=pPbQ,= PpQ, SincebQ, ,.
Thus every ideal 0O, , has the formp”OKp for somen;
it follows immediately thatO, is noetherian. It is also now
n . . . .
clear thatp OK,p is the unique non-zero prime |deaI(IDk’p
Furthermore, the inclusiorO, — O, ,/ pQ, , Since
PO, N O = p this map is also surjection, since the
residue class ofr / B0, , (with a 1O, and SLIp) is
the image ofa3™" in Oy,p» Which makes sense sing2 is

invertible in Oy, ,. Thus the map is an isomorphism. In

238

particular, it is now abundantly clear that evergnszero
prime ideal ofO, jis maximal. ~ To show thaQ, ,is a

Dedekind domain, it remains to show that it is gnédly
closed inK . So lety[JK be a root of a polynomial with

coefficients in @ write  this polynomial as

K,p?

a._ a .
X"+ 0L ™+ 4+ =2 with a; 0O, and 8 00O, _,.
m-1 0
set 8= ,0,...5,,- Multiplying by S we find that By
is the root of a monic polynomial with coefficients OK.

Thus By O, ; since B0 p, we haveBy/ f=y00, ,

. Thus OKypis integrally close inK.

COROLLARY 1.2. LetK be a number field of degreg
and leta be inO, thenN,, (aOy) =‘ N, (a)‘

PROOF. We assume a bit more Galois theory thaal dsu
this proof. Assume first thaK /[ is Galois. Letg be an

element of Gal(K/). 1t is clear that
o(Oy)/o(a) 0Q,,,; since 0(O,) =0, this shows
that N, (0(a)O,) = N,,, (@ Q,) . Taking the product
oOGal(K /),
N, (N, (@)O) = N (@ Q)" since Ny, (a) is
a rational integer an€D, is a freé] -module of rankn,

O I Ny, (@)Q, Will have orderN, , (a)"; therefore

N;(/D (Ng, (@)Q) = N, (@ Q)"

This completes the proof. In the general casel ldie the
Galois closure oK and sefL: K] =m

over all we have

B. CDN Obijectives and Benefits

We can summarize the goals of the architecture rithest
above as follows: (i) To utilize the natural IP aagt
proximity properties to reduce the distance trafficcarried
towards the CDN'’s ISP; (ii) To react to overloachditions on
CDN servers by steering traffic to alternative C3Brvers;
(iii) To minimize the disruption of traffic that selts when
ongoing sessions are being re-mapped to altern&iivél

servers. Note that this means that “load-balancjpey” server
is not a specific goal of the algorithm: while CB3Nrvers are
operating within acceptable engineering loads, alyorithm

should not attempt to balance the load. On therotiaad,
when overload conditions are reached, the systeuldheact
to deal with that, while not compromising proximi#y major

advantage of our approach over DNS-based redirectio

systems is that the actual eyeball request is beidigected, as
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opposed to the local-DNS request in the case of Daked
redirection. Further, with load-aware anycast, esgjirection
changes take effect very quickly, because PEs iratedyg
start to route packets based on their updatedngugible. In
contrast, DNS caching by clients (despite short §)TL
typically results in some delay before redirectibianges have
an effect. The granularity of load distribution ex#éd by our
route control approach is at the PE level. Forddigr-1 ISPs
the number of PEs is typically in the high hundréaldow
thousands. A possible concern for our approachhister PE
granularity will be sufficiently fine grained to pdt load in
cases of congestion. Our results in Section 5 @tdithat even
with PE-level granularity we can achieve significan
performance benefits in practice. Obviously, withoegh
capacity, no load balancing would ever be requiréalvever,
a practical platform needs to have load-balancibijjty to
cope with unexpected events such as flash crowdnaie
failures, and to flexibly react to even more grdddemand
changes because building up physical capacityeptatform
is a very coarse-grain procedure. Our experimetitssivow
that our architecture can achieve effective loddrmng even
under constrained resource provisioning. Beforedescribe
and evaluate redirection algorithms that fulfilesie goals, we
briefly describe two other CDN-related functionsabled by
our architecture that are not further elaboratednum this
article.

C. Long Lived Sessions

Despite increased distribution of rich media cohteia the
Internet, the average Web object size remainsivelgtsmall
[King 2006]. This means that download sessionstmh Web
objects will be relatively short lived with littiehance of being
impacted by any anycast re-mappings in our ardhitec The
same is, however, not true for long-lived sessiofts,
example, streaming or large file download [Van bierwe et
al. 2002]. (Both of these expectations are validlatéth our
analysis of connections disruption count in Sec&onin our
architecture, we deal with this by making use ofadditional
application level redirection mechanisrafter a particular
CDN node has been selected via our load-aware W&t
redirection. This interaction is depicted in Fig@reAs before
an eyeball will perform a DNS request that will fesolved to
an IP Anycast address gndii). The eyeball will attempt to
request the content using this addréis} however, the CDN
node will respond with an application level redirég) [Van
derMerwe et al. 2003] containing a unicast IP asklre
associated with this CDN node, which the eyeballl uge to

extremely large downloads using anycast, witholyting on
HTTP redirection [Al-Qudah et al. 2009]. Insteadjet
approach in Al-Qudah et al. [2009] recovers from an
disruption by reissuing the HTTP request for theamder of
the object using a range HTTP request. The CDNdcthén
trigger these disruptions intentionally to swittte tuser to a
different server mid-stream if the conditions changowever,
that approach requires a browser extension. Regestime
CDNs started moving into utility (also known as )
computing arena, by deploying applications at tBeNGiodes.

In this environment, applications often form lomged
sessions that encompass multiple HTTP requestsh wit
individual requests requiring the entire sessiatesto execute
correctly. Commercial application servers, inclglin
bothWeblogic and Websphere, allow servers to formide-
area cluster where each server in the cluster téairothe
session state after successfully receiving any Hiieest in

a session. Based on this feature, our approachusorg
anycast for request redirection can apply to thizemging
CDN environment.

D. Network Congestion

As previously described, the load-aware CDN archite
only takes server load into account in terms ohgé€ioad-
aware”. (In other words, the approach uses netwodd
information in order to effect the server load, lolates not
attempt to steer traffic away from network hotsjpofBhe
Route Control architecture, however, does allow $och
traffic steering [Van der Merwe et al. 2006]. Forample,
outgoing congested peering links can be avoided by
redirecting response traffic on the PE connectin¢he CDN
node (e.g.,PEO in Figure 1), while incoming congested
peering links can be avoided by exchanging BGP iMixit
Discriminator (MED) attributes with appropriate pggVan
der Merwe et al. 2006]. We leave the full developmef
these mechanisms for future work.

E. Schemes and Metrics

We experiment with the following schemes and comphe
performance.

—Trace Playback(PB). In this scheme we replayed all
requests in the trace without any modification @fver
mappings. In other words, (PB) reflects the curr@mN
routing configuration.

—Simple Anycas{SAC). This is “native” Anycast, which
represents an idealized proximity routing schenteere each

retrieve the content/(. This unicast address is associated onlyequest is served at the geographically closeseser

with this CDN node, and the eyeball will therefaantinue to
be serviced by the same node regardless of rogtiagges
along the way. While the additional overhead asgedi with
application level redirection is clearly unaccejgalbvhen
downloading small Web objects, it is less of a @ncfor
long-lived sessions where the startup overheathigtized. In
parallel work, we proposed an alternative appraachandle
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—Simple Load Balancing(SLB). This scheme employs
anycast to minimize the difference in load amorigsaivers
without considering the cost.

—Advanced Load Balancing, Alwa¢ALB-A). This scheme
always attempts to find a minimum cost mapping escdbed
in Section 3.2.
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—ALB, On-overloadALB-0). This scheme aims to minimize
connection disruptions as described in Section
Specifically, it normally only reassigns PEs cuthemapped
to overloaded servers and performs full remappinlyg @ the
cost reduction from full remapping would exceed 70%
SAC, each PE is statically mapped to a server tlagc is no
change in the mappings across the entire experimmentSLB
and ALB-A recalculate the mappings every

__seconds (the remapping interval). The initialalue that we
used to evaluate the different algorithms is 12fbsds. Later,
in Section 5.5, we examine various values .ofVe utilize the
following metrics for performance comparison.

—Server loadWe use thenumber of concurrent requesisd

observe this shift toward information-centric netlwog in the

3.3nomentum of service oriented architectures (SOAJ an

infrastructures (SOI), XML routers, deep packetpatdion
(DPI), content delivery networks (CDN) and P2P taser
technologies. A common issue is the necessity toaga a
huge quantity of data items, which is a quite défe task
than reaching a particular host. In today’s Interf@warding
decisions are made not only by IP routers, but digo
middleboxes, VLAN switches, MPLS routers, DPIs, doa
balancers, mesh routing nodes and other cross-layer
approaches. Moving down data-centric functionsht lbwer
networking layers could be in tune with the trenédccess and
backbone technologies represented by the couplinthe

service data ratat each server as measures of server load. Aominant Ethernet access protocol and label swdtchi

desirable scheme should keep the number belowapaciy

limit all the time.

—Request air-milesWWe examine thaverage miles request
traverses within the CDN provider network beforaat@ng a
server as a proximity metric of content deliverythii the

CDN's ISP. A small value for this metric denotesadm
network link usage in practice.

optical transport networks. More than an endlessudision
around clean-slate design and actual network (W&o
deployment, what we really need for the future
Internetworking is 1) ‘clean-slate thinking’ beyottok TCP/IP
heritage to foster innovation through questionirgapligms;
and 2) feasibility work on an information-oriented
infrastructure capable of supporting the actual dntlire

—Disrupted Connections and Over-Capacity Requestsddemands over the network of networks.

Another metric of redirection scheme quality is thember of
disrupted connectionslue to remapping. Disruption occurs
when a PE is remapped from sendeo serverB; the ongoing
connections arriving from the PE may be disconriecte
becauseB may not have the connection information. Finally,
we use thenumber of over-capacity requesis a metric to
compare the ability of different schemes to preveetver
overloading. A request is counted as over-capdkityarrives

at a server with existing concurrent requests dired or over
the physical capacity limit. With our redirectiocheme, a
request may use a server different from the onel ursehe
trace, and its response time may change, for exampl
depending on the server

load or capacity. In our experiments, we assumeé tha
response time of each request is the same as thénathe
trace no matter which server processes it as dtreSwur
algorithms.

F. Rearchitecting Network

Research to circumvent current Internet limitatiarem be
divided into those advocating a completely new iaeckure
(clean-slate), and those defending an evolutiorsproach
due to incremental deployability concerns. Fromesaearch
perspective, clean-slate design does not presugan-clate
deployment and aims at innovation through questigni
fundamentals. A key question is to what extent av ne
paradigm thinking ‘out-of-the-TCP/IP-box’ for theuttire
network is really necessary, e.g., as packet simigchvas to
circuit switching in the 70’s. The reasoning is dn the
large scale use of the Internet for disseminatibdata [15].
Tons of connected devices are generating and cangum
content, without caring about the actual data svaslong as
integrity and authenticity are assured [17]. We g0
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G. Information Oriented Internetworking

Until recently, research in a new generation lrgérhas
prompted architectural proposals (e.g., TRIAD, FARA
Plutarch, UIP, IPNL, HIP, ROFL) that mainly aimed a
solving the host reachability problem by providimgore
flexible, expressive, and comprehensive naming and
addressing frameworks than the Internet hierarthi€a
address space. A move towards information interection
can be observed in recent projects addressingfuture
Internet such as PSIRP [8], 4Ward [12], TrilogyTI€ FIRE
and other activities within EU FP7 and NSF FIND.t®a
centric architectural proposals have started torgende.g.,
DOA, i3, DONA, Haggle) and are similar in spirit fmeer-to-
peer’, ‘content-delivery’, ‘sensor’ and ‘delay-tcdet’
networks.

H. Information Centric

In information/content/data - oriented/centric netks, the
flow of messages is driven by the nodes that hayeessed
their interest and the information identifiers betmessages,
rather than by explicit destination host interfat@mes (IP
addresses) assigned by senders. Reachability tihatésns is
not anymore delimited by topological informationt loy the
notion of information scope [21]. Having the datdtion
hidden makes the semantics of what defines a seader
receiver of data less relevant than the data jtaetfiitively
providing enhanced security (e.g., DDoS mitigaticamd
bridging connectivity challenged underlying netwere.g.,
DTN). The publish/subscribe paradigm [11] is a ping
trend to instantiate the so sought modern commtiait&\PI
[10] for information-centric systems. Pub/sub sysehave
been widely studied and employed for specific event
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dissemination applications and have appealing cheniatics
like spatial and temporal decoupling [11]. In Imet-scale
topic-based pub/sub internetworking [8, 20, 21}ite are
unique information identifiers at different layeis the
architecture accommodating different granularitiesd
semantics (e.g., messages, channels, documents)pfmort
every type of communications (e.g., transactioimagractive,
etc.). The suitability and benefits of moving thébfsub layer
downwards into the networking stack is one of thallenging
objectives of interest-driven architectures wheramimg,
routing, forwarding and addressing get fresh seitar(see
Table 1). In the envisioned internetworking servibas,
information objects are first-class citizens intoiohg a new
global unmanaged namespace. A form of publicatieradata
information is required to enable the self-autteation of the
data, fragmentation, scope delimitation, inter-diommolicies,
in-network management, caching, and so on [8]. ébal
namespace for data items enables caching capedbilfor
every type of communications. In comparison, caghiner
TCPI/IP is costly and application-specific. In casie non-
mutable information objects caching becomes trijwdlereas
for streaming applications, caching can be seeforg in-
network buffers. Hence, the architecture nativelgyp the
role of current CDNs and avoids redundant traffieero

rendezvous based networking approach [21], thadesy is to
regard the network as a collection of black boxased on a
set of recursive rendezvous functions. The boxesate in
trusted domains hiding their internal topology agosing
outwards only labels and interest definitions. Rsisity [9]
and scoped information layers are pivotal archibedt
patterns with a major goal: scalability. With trere goal but
at a lower layer, efficient data structures enaplihe data-
centric networking functions (e.g., switching, lapecessing,
caching) are called for to achieve the challengnglability
requirements of information-oriented networks hiabiased
on virtually ‘unlimited’ set of flat identifiers.

J. Flat Labels

The overall picture of an information-oriented nethw
architecture is complex and deserves very detdilgclissions
spanning multiple disciplines (internetworking, \wwetk
management, semantic layer, etc.). However, therea i
common challenge in any data-oriented paradigmntes to
take switching decisions at wire speed (Gbps) bagedl large
universe of flat (non-topological, non-aggregatable
identifiers (e.g., 256-bit cryptographic hash valueRelated
work relying on flat labels includes ROFL [7], aoposal for

network links [1] Furthermore' a new namespace foﬂnternet'scale routing on flat host identifiers édson neat

information objects could easily accommodate multany-,
con- and unicast types of communication in additmmovel
forms of network coding to increase the networkficiency
and resilience.

I. Reference Architectures

In this section, we briefly introduce the basicstwb recent
design choices from
Internetworking Routing Paradigm (PSIRP) project {&
selected as reference architectures. The RTFM tacthie

DHT constructs. In our work we focus on flat idéietis with
fundamentally different architectural principlegdsTable 1).
DONA [17] employs flat self-certifying labels fomath objects
operated by find/register primitives over IP netkgrwhereas
our work is more ambitious and could run on top_afand
L3. For the sake of generality and the objectiviethis paper,
we use the term flat label for data identifiersaoy topology
independent packet header forwarding identifiers.

the EU FP7 Publish/Subscribe

K. Publish — Subscribe Switch

[20] gets its name from the functional building ¢ite that are  The Publish/Subscribe Switch (SPSwitch) is an abstr

recursively applied. The rendezvous (R) is in chaaf
matching subscriptions to publications and
scoping. The topology (T) management creates andtairas
(sub-optimal) delivery trees used for traffic fordimg, acting
both proactively (optimization) and re-actively {damand).
The forwarding (F) functions perform the actual admam
delivery based on label switching techniques.

infoiorat

Hmal

switching element that relays messages throughct stri
portforwarding operations. In a more elaboratedigihesthe
SPSwitch performs more complex actions like lalétching
or querying the cache system. For the purposdsiofiork, it
is enough to consider the generic problem of hatingake
switching decisions based on large flat identifi¢iabels).
Note that output destinations (ports) are not jumstted to

mediation (M) refers to the node-tonode physicatada Physical port-infout interfaces but should be regdr as

transmission. A high-level operational overviewtiod RTFM
could be as follows. After a node subscribes talaipation, a

generic outputs, including also local processesuai ports,
recursive operations, and cache systems. In thewisthS

distributed rendezvous system (e.g. a type of DHT ofepresentation of Figure 1, each possible messagmitois

semihierarchical solution as in DONA [17]) mustsfifind a
copy of the publication’s metadata. Using the stied

rendezvous structure to route to a copy of the edhdata, the

topology management systems are expected to gatteergh
information to identify the delivery trees neededforward
the actual data to the subscriber(s). Note that Rig-

functions are not necessary co-located in nodes aned
In the blackx b

distributed and recursive in nature.

241

represented by a Bloom filter [3], forming our fing-bank
switching approach (x 4.3) and a reference switghitodel
for an enhanced data structure (x 4.4).

L. Probabilistic Data Structure

Given the huge space and flatness of the informatio
identifiers, our intuition is that Bloom filters dnother
compact hash-based data structures will play adnaahtal
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role as efficient data aggregators in any infororatientric
architecture. Basically, a Bloom filter (BF) [3] B space-
efficient hashing-based data structure that answses
membership queries with some probability of beingpng

(false positive rate). BFs are useful wheneverlyave a set of

com.CNN you will eventually find an entry for
com.CNN.headlines. These semantics, not any otbtilsl
about hierarchies, are what enable scaling. Ingesfrglobal
uniqueness, each entry in the hierarchy is notaguaed to be
unique, but each prefix is (i.e., com, com.CNN, and

elements and space is an issue. Then, an appr@aximatom.CNN.headlines are all globally unique). Becaofsthis,

representation like a BF may be a powerful altéveaif the
effects of false positives can be managed. Theopaence of
a BF does not depend at all on the size of thesiteat on the
ratio memory=elements. Therefore,
structures are an ideal room to handle the largeokdlat
identifiers. We refer to the large literature onsHB, 4, 6, 16]
for details and mathematical background. Bloomneffit are
commonly used in IP forwarding and other widelydéa
networking applications (e.g., caches, P2P, meawmnt
packet classification) [6]. We expect increasinglgre useful
applications of BFs and its derivatives in new datanse
networking proposals (e.g., Internet accountabil®}, flow
management [4], credential-based network seculg], [IP
multicast revisited [19]) with strict performancadamemory
requirements. The authors of [13] briefly sketcliegl idea of
aggregating active IP multicast addresses per binperface
to achieve scalability. Due to space limitation e not
compare the SPSwitch design with existing hardvaasigns
for fast networking. We are aware that compact hables
and hashing functions are a daily aid in IP netiak
However, there are notable operational differencexl
challenges (e.g., longest IP prefix vs. long fldentifier
matching).

M. False Positives

It is important to place emphasis on the boundétebf false
positives in data-centric interest-driven architees. First, the
pub/sub paradigm inherently tolerates false pasitivsince
datagrams corresponding to non subscribed itemsnato
progress in the network and do not create forwgrditates.
Moreover, end-nodes will only process explicitlybscribed
pieces of information. Second, with support for appnistic
caching, copies of data can be used to fulfill gmesfuture
requests of close by subscribers. Finally, packetwarded
due to false positives are not propagated over nhapg due
to the large label space and the decreasing pritabf

consecutive false positives.

VII.

A. Explicit Aggregation

Hierarchical names help scalability by reducing #iee and
update-rate of the routing tables. While this idlakeown, it
is instructive to walk through the semantics ofr&iehical
routing in more detail. Consider a name of the for
com.CNN.headlines. In terms of routing semantiois hame
means that if you follow routing entries to com,uyare
guaranteed to find an entry for com.CNN somewhdoac
your path, and similarly if you follow routing erds to

NAMING AND SCALABILITY
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m

one cannot route to arbitrary fragments (i.e., heas, or
CNN.headlines) but must look for prefixes to beuasd you
are routing towards the right entity. It is the Kaaf global

hashing-baseda dauniqueness of fragments, not the need for agg@mgathat

drives the use of longest-prefix-match. The common
assumption is that aggregation is impossible witat f
naming.12 It is true that names do not build inrdniehy, so
aggregation does not simply fall out of the namétigicture
itself, but it turns out that this lack of inherehterarchy
provides greater flexibility in aggregation. Given set of
globally unique names (say, A, B, C, etc., eachhef form
P:L), one can construct “explicit aggregation” bing
concatenations of the form A.B.C.13 The semanticsuch
concatenations are that when following routing iestfor A,
you 12Simple scaling estimates in [6] suggest thating on
flat names without aggregation is easily within ateaof
today’'s technologies, so the entire question ofreggfion
may be moot. However, for the purposes of this pamewill
assume aggregation is necessary. 13There is hatpewal in
self-certifying names that allows this to happenplieit
aggregation can be applied to any naming system.oDly
point is that explicit aggregation is more flexilten inherent
aggregation. will eventually find one for B; andathwhen
following routing entries for B, you will eventuglifind an
entry for C. We will call this the aggregation imieant. There
are two questions to address: How do you route gusin
concatenations? The routing table consists of iddal names
A, B, etc., and when confronted with concatenatesne
A.B.C.D, the router searches for the deepest mdstsh
depicted in Figure 2) and forwards the messagerditpy.
There are two advantages over longest-prefix matbh:
algorithm has the potential to be simpler to impeinand the
aggregation does not affect the structure of thdimg table
(which is just a set of flat names and their asgedi outgoing
port).14 Instead, all of the aggregation occurghm naming
side, not on the routing side.15 How do you knovewlyou
can use a concatenation? When naming an objectthamles
about two things: the identifier (which is the nairself) and
one or more fetch-terms which we can use to radrithe
object (which, in our case, consist of various etenated
names). These fetch-terms can be included in nietada
associated with the name (and signed by the pahapthe
object) and when asking for the object the requast use
these fetch-terms (rather than just the name)fateh-terms
enable the routing system to more easily find thgd. It is
the responsibility of the principal of an objectrtot sign any
concatenation unless the aggregation invariant sholchis
invariant might hold because of administrative tieteships
(as in DNS names), because of economic relatioaship
(contracts with a CDN), or the organization of atioalar
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piece of content (such as chunks of a large fil&)s form of
aggregation is far more flexible than a strict &rehy, and
several forms of aggregation involving the sameedbgan
coexist simultaneously. This last point is impottdote that
in in hierarchies, the object com.CNN.headlines caly fall
under the aggregates com and com.CNN. In contveith,
explicit aggregation an object A can fall underabitrarily
large number of concatenations, say C.B.A and D.F.A

B. Semantics , Cache Consistency
Consistency: Consistency Semanticsfor Cached Objects

Objects cached within a content distribution netwaeed
different levels of consistency guarantees dependim their
characteristics and user preferences. For instarssrs may
be willing to receive slightly outdated versionsobfects such
as news stories but are likely to demand the mpsbdate
versions of “critical” objects such as financialdrmation and
sports scores. Typically, the stronger the dest@usistency
guarantee for an object, the higher the overheafls
consistency maintenance. For reasons of flexibilégd
efficiency, rather than providing a single consiste
semantics to all cached objects, a CDN should altbes
consistency semantics to be tailored to each objeatgroup
of related objects. One possible approach for dsimgs to
employ -consistency semantics [21]. _-consistemegjuires
that a cached version of an object is never owtaté by more
than _ time units with its server version. The ealof _
determines the nature of the provided guarantede-arger
the value of _, the weaker the consistency guaeaisiace the
object could be out of date by up to _ time unitsaay
instant). An advantage of _-consistency is thgiravides a
guantitatively characterizable guarantee by vidgfiproviding
an upper bound on the amount by which a cacheaobgaild
be stale (unlike certain mechanisms that only @mevi
gualitative guarantees). Another advantage is l&hebility of
choosing a different value of _ for each objecipvaing the
guarantee to be tailored on a per-object basisalllyj strong
consistency — a guarantee that a cached obje@visrrout-
of-date with the server version —is a special cabe -
consistency with_ = ODue to the above advantageghis

leases[11]. In the original leases approach [11], thevser
grants a lease to each request from a proxy. Tdseldenotes
the interval of time during which the server agrézsotify
the proxy if the object is modified. After the esqtion of the
lease, the proxy must send a message requestirgpsa |
renewal. More formally, a lease is a tuple fO; g;ndaintained
by the server, where the server agrees to notiyypp of all
updates to an object O during time interval d. Teases
approach has two drawbacks from the perspectivee ©DN.
First, leases provide strong consistency semahtiogrtue of
notifying a proxy ofall updates to an object. As argued earlier,
not all objects cached within a CDN need such g
guarantees. Second, leases require the serverimbamastate
for each proxy caching an object; the resultingesspace
overhead can be excessive for large CDNs. Thusesedo not
scale well to busy

servers and large CDNs. To alleviate these dravdyacle
generalize leases along two dimensions: 1. We addtea
parameter_ to leases that indicates the rate, 1=_, at wiieh
server agrees to notify a proxy of updates to geabbThis
@nhancement allows a server to relax the consigtenc
semantics provided by leases from strong consigténmc -
consistency — a proxy is notified of updates at hmsce
every _ time units (instead of after every updai®) no later
than _ time units after an update. Using _ = O nisvi® the
original leases approach (i.e., strong to provideaker
consistency guarantees (and correspondingly redubes
number of notifications sent to a proxy). 2. Wewalla server
to grant a single lease collectively to a grouppobxies,
instead of issuing a separate lease to each ingivioroxy.3
For each cached object, the proxy group designares
invalidation proxy, referred to as theader, that is responsible
for all lease-related interactions with the servdre leader of
a group manages the lease on behalf

of all the proxies in the group. Since a leadesdkected per
object no single proxy becomes the bottleneck. deee, the
server only notifies the leader upon an updatéembject; the
leader is then responsible for propagating thisfination to
other proxies in the group that are caching theabjSuch an
approach has two significant advantages: (i) iticed the the
amount of state maintained at a server (by usisipgle lease
to represent a proxy group instead of an indiviguaky); and

paper, we assume a CDN that provides _-consistenqy)) it reduces the number of notifications thaedeto be sent
semantics. Next, we present a consistency mechatism py the server (by offloading some of notificationrdlen to

provide _-consistency and then discuss its impleatiem in a
CDN.

C. Cache Consistency for CDNs

A consistency mechanism employed by a CDN shouidfga
two key requirements: (iscalability: the approach should
scale to a large number of proxies employed byGb&l and
should impose low overheads on the origin serverd a
proxies, and (i) flexibility: the approach should support
different levels of consistency guarantees. We pogsent a
cache consistency mechanism that satisfies
requirements. Our approach is based on a gendiatizaf

thes

leader proxies).

We refer to the resulting approach esoperative leases
Formally, a cooperative lease is a tuple fO; Gdi;g where
the server agrees to notify the leader L represgntiroxy
group G of any updates to the object O once evenye units
for an interval d. While leases is a pure servesedaapproach
to cache consistency, cooperative leases requith tee
server and the proxy (especially the leader) tdig@pate in
consistency maintenance. Hence this approach ise mor
scalable when compared to original leases, and, tmase
seuited to CDN environments.
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D. System Model for CSNs

Before discussing the implementation of cooperdases in
CDNs, we present the system model assumed in #psrpA
content distribution network is defined to be alextion of
proxies that cache content stored on origin serveos the
purposes of maintaining consistency, proxies withia CDN
are assumed to be partitioned into non-overlapmjraups

time, available network bandwidth and the objeeesiThe
network latency and bandwidth between proxies aaddrs is
assumed to be 75ms and 500KB/s, while that betywemxies
and origin servers is 250ms and 250 KB/s. Althoagtual
network latencies and bandwidths vary with network
conditions, the use of this simple network moddfices for
our purpose (due to our focus on consistency maamtee

referred to asegions(issues in doing so are beyond the scopdather than end-user performance). Due to spacstrednmts,
of this paper). Proxies within a region are assumed W€ present only results for a single region; wefqrered

cooperate with one another for maintaining consisteof
cached objects. Cooperative consistensyorthogonal to

experiments with multiple regions to verify thatckaregion
behaves similarly to other regions from the perspecof

cooperative caching— whereas the latter involves sharing of consistency maintenance (see [18]). Unless notkeratse,

cached data to service user requests, the formelvis
cooperation solely for maintaining consistency afadcached
by proxies 3In addition, it is also possible forlemse to
collectively represent multiple objects. Techniqdies doing
so are studied in [24]. within a region. Furthehet
organization of proxies into regions is limited donsistency
maintenance; a different overlay topology can bedufor
exchanging data and meta-data within the CDN. fpaohy in
a region is assumed to maintain a directory of rmay
between the cached object and its correspondimgigand
possibly other information required by the CDN).v&al
directory schemes such as hint caches [20] andrblilters

[71 have been proposed to efficiently maintain suc

information. Another approach is to use a simplaseient
hashing [14] based scheme to determine the majyg@tvgeen
an object and the proxy that acts as the leadee Bédashing
function is used to hash on both the unique obipsentifier

and the list of proxy identifiers to determine thest match.
Although this approach reduces the flexibility ssigning the
leader for an object, it reduces the space andntbssage
exchange overhead. Any of the above schemes saufficeour
purpose.

E. Simulation

We have designed an event-based simulator to deatha
efficacy of cooperative leases. The simulator satad one or
more proxy regions within a CDN. Each proxy is &sed to
receive requests from a large number of clientsh€dits are
serviced using locally cached data. Cache missedvia a
remote fetch and are serviced by fetching the ¢bjem the

leader (if one exists) or Trace Num Duration Unigdem

from the server. The directory maintained by thexgris used
to make this decision. Our simulator supports alliges

discussed in Section 3 for leader selection,
notifications, lease renewals and rate computaticDsr
experiments assume that each proxy maintains abdis&d

our experiments assume a default region size oprb@ies
and a lease duration of 30 minutes. We also asghatea
leader always caches a copy of the object anddbiy is
updated upon a modification.

F. Workload Characteristics

The workload for our experiments is generated usinges
from actual proxies, each containing several hushtlheusand
requests. We use two different traces for our stuithe
characteristics of these traces are shown in T2abldhe same
set of traces are used for our simulations as wasllour

hprototype evaluation (which employs trace replagach

request in the trace provides information suchhastime of
the request, the requested URL, the size of thectbihe
client ID, etc. We use the client ID to map eadfuest in the
trace to a proxy in the region—all requests frorliant are
mapped to the same proxy. To determine when objeets
modified, we considered using the last modified esmas
reported in the trace. However, these values wetealways
available. Since the modification times are crucfar
evaluating cache consistency mechanisms, we employ
empirically derived model to generate modificatiimes.
Based on observations in [1, 13], we assume thed 6Dall
web objects change very infrequently (i.e., haveasarage
lifetime of 60 days). We assume that 7% of all otgeare
mutable (i.e., have an average lifetime of 20 days the
remaining 3% objects are very mutable (i.e., halifeime of
5 days). We partition all objects in the trace itttese three
categories and generate write requests and lagfietbtimes
using exponentially distributed lifetimes. Althougthe
average lifetimes are in days, given the high vexgain the
modification times there were numer- 6ous writethimi the
sampling duration of the trace. The number of sgtthwrites

servegenerated for each trace is shown in Table 2. #etjme the

server will rely on a publishing system or a dasagbtigger to
detect a modification, the details of which are dyey the

infinitely large — a practical assumption, sincekdcapacities
today are in tens of gigabytes and a typical proaty employ
multiple disks. Data retrievals from disk (i.e.cha hits) are
modeled using an empirically derived disk modehvatfixed
OS overhead added to each request. For cache mdseas
retrieval over the network are modeled using thendotrip
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G. Network Model

The network model we are presenting in this sedsdargely
based on the CCN as described by Van Jacobsor.ing
have however added several aspects to it so thhetter
corresponds to the requirements highlighted in 2.3.
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The main addition is th&vent Packebbject, which consists
in a slightly modified and unsolicited Data Packegsented in
the following paragraph. We are also changing timetioning
of the FIB from a simple forward plane to a moreeliigent
forwarding engine able to favor some faces dependmtheir
characteristics (bandwidth, cost, etc.).

H. Event Packets

A new type of packet is introduced in our architeetto cope
with specific needs of vehicular networks: the BvPacket.
In the scenario we are considering (presented éticse 2.3)
the mobile nodes are vehicles equipped with sewsasors
that are able to send measurement to nearby vehacid to
the infrastructure. In case of an emergency, ssclen the
vehicle detects an accident or some hazard onadde, iit is
expected to warn as soon as possible the otheclestas well
as the relevant safety services, located behind
infrastructure. In such a case, the vehicle shaddd an
unsolicited message to the VANET, to be routed tioeio
potentially affected vehicles. This is somehow caditctory
with the CCN paradigm which requires that any conte
should only be produced or forwarded as an answea t
previously generated interest. It may also leadndicious
exploitation of the network resources in case aueogode
purposely sends large amounts of Event Packetsrergte a
Denial of Service (DoS). This risk may be easilyigaited by
the neighboring nodes for instance through thetéitian of
the rate at which they accept the packets fronrdgee node,
ultimately dropping all the received packets. Theid Packet
has exactly the same structure as the Data Packsgried on
Fig. 3, but features an additional field which wadl &Expiry
Time (ExpT). It is presented on Fig. 4. This figthys a
similar role as the IP-TTL value representing thenber of
hops before a packet is dropped, but contrary thetEvent
Packet ExpT indicates the time after which the paskould
not be forwarded anymorand should be deleted from the
Event Tables where it is still stored. The valuggpT is not
a system constant: it can — and should — be adapfedction
of the type of event and the respective applicatibor
instance, a“traffic jam” event lasting several d&/grobably
overkill. Also, each node is responsible for hongror not the
overall housekeeping policy: for instance it magoadlelete an
Event Packet before its expiry time if it does have enough
resources to keep it in its Events Table. The myapan of an
Event Packet is explained on Fig. 5. This diagrapresents
mobile nodes that are in the vicinity of a specéient that is
of interest for other mobile nodes that are too damy to
detect that event. We are especially focusing aten®. The
plain arrows represent existing adhoc links betwesghbors.
This links are weighted with their respective c&¥e assume
here that this cost represents the travel time dmtwtwo
nodes (including processing time on both sides)t #ll the
nodes stay within range of each other for the wholation of
this short scenario and that the Expiry Time of #vent is
greater than this duration. It is also possibleafarode to have
several links with one of its neighbor if both ghanough

245

compatible network interfaces. For instance, ithis case of
node B that shares two different ad-hoc channeth nwode
R1. Nodes A and B are both sufficiently close te ¢évent that
occurred at = 0 to generate an Event Message accordingly.
For the purpose of this demonstration, let's asstiraethese
two identicalevent packets are generated simultaneoudly at
t0. The sequential unfolding of the events is aefalatt = 1,
both A, R1 and R2 receive the same event packetn fr
different sources. B doesn’t forward the message its more
costly link with R2: it knows from its FIB that its not
necessary since a more efficient channel existeeckives it
from B but drops it immediately since he already tiee same
message in his Events Table. R1 got the event fkand R2
from B. Att = 2, R3 receives the message from R1 and C from
R1. Finally, att = 3, R3 drops the duplicate he got from R2
and C the one he got from R3.

the

I. Packet Forwarding

Since the route followed by packets is not knowmadivance,
there is neither a simple deterministic way to predhe

amount of time required for any packet to reach ioterested
node, nor any method to optimize the network wibpect to
specific application requirements such as high tadltth or

low latency. Since different physical or logicaldrfaces serve
as support for CCN’s faces, these faces featurterdift

characteristics. In the specific case of VANETSs l@ggpions,

especially the one related to safety, it is adJesab either
dedicate some of the resources to routing safeiyni@d

messages or to implement prioritization algorithn@ur

assumption consists in allowing a node to favor esdates
over others, depending on the requirements of pipdication

and more generally the overall context. To thaeedt the
original CCN’s FIB is modified to take into accoutiie

characteristics of the exit faces. For an urgenssage, the
face using the protocol with the lowest latencyl w2 used
instead of the other ones. This is however onlyoeaall

optimization and as such may sometimes be coumiuptive

in a self-organizing environment, but this limitati is

mitigated when most of the nodes are able to uses#ime
communication interfaces including the one usedréuting

priority messages.

J. Anycast Routing

Intra-Domain. Standard intra-domain unicast routing
algorithms, whether distance-vector or link-states naturally
amenable to routing anycast. As described in [811],link-
state protocols such as OSPF, the only modificatgmuired
is that IPVN routers also advertise a high-costklito the
corresponding anycast address. This high costdessary to
prevent routers from attempting to rodteough an anycast
address. Note that from these link state advergsgsn an
IPVN router can easily identify every other IPvNit&r within
its domain. With distance-vector protocols suchR#B [32],
anycast routing merely requires that an IPvN roathrertise a
distance of zero to its anycast address; standaténde-
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vector then ensures that every router will discower next
hop to its closest IPVN router. Note that herejkenlink-state
routing, an IPvN router cannot easily identify ath®vN

routers. An alternate approach to both the abowniply to
have an IPvN router indicate this in its standamétast route
advertisement by, for example, explicitly listintg ianycast
address. Because intra-domain routing algorithmid ba

policy, we would rather not rely on this assumptiord hence
explore alternate approaches.

Inter-Domain, option 2: aggregatable addresses, adif
routes.To address the poor scaling of traditional anycast

architectures, Katabiet al. propose GIA [31]. In GIA,
scalability is achieved by introducing the notichao*home”

complete ie. nonaggregated) routing table, this makeslSP domain

anycast routing trivial — a router merely checks tnicast
routing table for the closest anycast-addressedero@his
involves a small modification to existing intra-daim routing
algorithms but makes it trivial for IPvN routers tiscover
one another. As described in Section 3.3, this kedge
enables very simple intra-domain virtual
construction. 22While the remainder of this papéragsume

that the intradomainprotocol does allow IPvN rositdp

discover one anotherwe stress that this is merely
simplification and in no way a necessary requiremén its

associated with an anycast group. GIA still allesaanycast
its own portion of the IP address space — all sxfdre prefixed
by a well-known “Anycast Indicator” sequence of sbit
However the remaining address bits are drawn frive t
unicast address space of the home domain. Thisvalfor

topology simple “default” routes; a router with no anycasiting entry

for a given address can look up the home domairefixpin

its unicast routing table and forward the packetaals the
bBome domain. GIA requires that the home domairubhelat
least one member of the anycast group and henseitisures

absenceife. for domains that use unmodified RIP [32]), thethe packet will reach a group member although ecessarily

intra-domain virtual topology construction will nedy have to
implement some additional discovery mechanisms

Inter-Domain, option 1: non-aggregatable addressgispal
routes.One approach to supporting inter-domain anycasi is
designate a portion of the regular unicast addspsxe to
serve as anycast addresses and require that |9pagpte
route advertisements for anycast addresses in ihesr-
domain routing protocols. This approach

designated portion of the unicast address spacéd coel
assigned to anycast and propagating these routeBGiR
would require a change in policy but not mechan@mthe
part of ISPs — and yet there is, with one excepfiaij, little
deployment of global IP anycast. One reason fa tigirrow
adoption is concern over the scalability of suchapproach,
particularly under RFC1546’s fully general and dyia IP
anycast service model. Anycast addresses, as bled@above,
are not aggregatable and must
individually by routing protocols and lead to ragistate that
grows in direct proportion to the number of anyogstups.
However, for our proposed use of anycast, scatgbib
unlikely to be a concern. Recall that a single asyaddress is
needed to serve each new generation of IP. Giverdkt and
effort for an ISP to roll out a new generation ofiters, we
imagine that the number of simultaneous attemptdefoloy
different IP versions is likely to be very smalti¢ally one)
and will not lead to a problematic growth in rogtistate.

is cenainl
implementable even today — as suggested by [28,81],

the closest. For more optimized anycast routesat{at al.
propose an extension to BGP whereby border routars
initiate searches for nearby members of an anygesip.
While GIA offers an elegant solution to scalable/aast, its
deployment requires modifying the border routersclant
domains. Given the current lack of deployment oAGly
ISPs, and to satisfy our stated required assumpdiomo
global participation (Section 2), we present hareapproach
to anycast that requires no change by non-partitifgPs. We
stress however that our proposal is somewhat nietivay
expediency and open to eventual replacement by @tAa
similar design) and/or the use of a limited numbémon-
aggregatable addresses as described above. Ouosptop
along the lines described in [33], is to avoidléatst for now)
introducing a special type of anycast address astad just
reuse a piece of the existing unicast address spg@éedorrow
the basic insight behind GIA and advocate that astyc
addresses be allocated from the unicast addrese spfaa

hence be advertisédefault” ISP €.g, the first ISP to initiate deployment of

IPvN) and IPvN routers are configured to advertisanycast
address in their IGP as described earlier. Additid8Ps that
adopt IPvN also configure their IPvN routers to extige the
same anycast address internally. Standard unicashg will
deliver anycast packets to the closest IPvN roateng the
path from the source to the default ISP. For examm
Figure 2, ISPs Q and D deploy IPVN and D is theadkf
domain; anycast packets from domains X and Y teateirin
domain D while those from Z reach Q. To widen thegch,

Moreover, unlike the more commonly advocated uskés onondefault domains can peer with neighboring domam
anycast (server selectioatc), here the consumers of anycastadvertise their anycast route. For example, infeid) Q can

addresses are not arbitrary endusers but ratherIShs
themselves who have an incentive to use these ssifre
sparingly. To further ensure this, ISPs might eebarge to
route anycast. Instead, our concern with this aggras that it
requires that all ISPs eventually support the pgagian of
anycast routes. While this seems like a not unresse hope
given that the only change required is a simpleifiwadion to
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peer with Y to advertise its path for the anycaddrass in
qguestion; Y’s packets will then be delivered to &@her than
D. Thus the final picture in our proposal is notikm that
using non-aggregatable addresses. The key differenthat
our use of a default ISP allows us to transitiorthat final
picture through theptional and independemarticipation of
ISPs. Even with no cooperation from non-IPvN dorsathe

I JESPR
www.ijesonline.com



International Journal of Engineering Sciences Paradigms and Resear ches, Vol. 01, Issue 01, Oct 2012

ISSN (Online): 2319-6564

www.ijesonline.com

above scheme will route anycast -correctly,
imperfectly in terms of proximity to, IPvN routerslere, the
use of inter-domain advertising is an optimizatibat leads to
more improved anycasting. A potential failing of @pproach
is that the default provider owns the anycast asidrend
receives a larger than normal share of IPVN traffiteally
though, this could incite other ISPs to pursue ridi@main
advertising of anycast addresses. Given its pmldtic our
discussion from here on will assume the the usanytcast
addresses rooted in default ISPs.

K. IPvn packet Formation

Sections 3.1 and 3.2 described how IPVN packetstaeered
to IPVN routers. We now describe how these IPvNtensu
cooperate to form a “virtual” IPvN network, or vNbBe,
overlaid on an Internet where IPv(N-1) is ubiquiyu
deployed. Before delving into the details of ourctrenisms,
we make two observations: the first is that, untike case of
network redirection which must be ubiquitously sogted
(whether explicitly as in option 1 for inter-domaanycast, or
implicitly as in option 2 for inter-domain anycaag described
in Section 3.2) by both participant and non-pgptcit
providers, vN-Bones are implemented entirely bytipigant
ISPs and hence this design space is much lessraioest.
Indeed, many of the techniques from the literaaneverlays
and testbeds [18, 20, 21, 21, 23] could likely fuse# here and,
as such, our proposals are best viewed as ond sahdidate
solutions. The second observation is that virteivorks that
span multiple ISPs are not new. Networks like tHgad¥ie [25]
and 6Bone were all pioneering efforts in this resp&hese
networks relied greatly on manual configuration ,amdile the
solutions we present do automate much of the tggolo
construction and maintenance process, we readdgpachat
many ISPs might, as in the past, simply chooseotdigure
their networks by hand. There are two main comptnena
virtual network:

1. virtual topology construction, and

2. routing over this virtual network

Note that because we do not assume ubiquitous yleplat
even within a participant ISP, each of the abovestrhe
addressed at both the intra and inter-domain level.

L. Topology Construction

The first component — vN-Bone construction — isrlyai
straightforward as it largely builds off the contigity
information revealed by the underlying IPv(N-1) tiag
protocols. For example, the IPv(N-1) intra-domaguting,
whether link-state or distancevector (and assuriiaganycast
extensions described in the previous section), ressthat
every IPvN router has complete knowledge of theo§éPvN

althouglevery router has complete knowledge of all othevNIP

routers. At the inter-domain level, the most likslyenario is
that ISPs set up inter-domain tunnels based om pesring
policies. In the absence of such configurationewln joined
ISP could reuse the anycast mechanism as thel init@strap
by which to discover at least one other ISP thaterly
supports IPvN; having done this, the new ISP catalier
additional neighbors through the interdomain vN-8oouting
(described below).4 For preventing partitions oé timter-
domain vN-Bone topology, one simple approach isefegry
domain to ensure that it is connected (either tireor
indirectly) to the “default” provider of the anytasddress.
Finally, as deployment spreads, the vN-Bone topokitpuld
evolve to be congruent with the underlying phystcgology.
This is easily achieved using the connectivity infation
revealed by the v(N-1) routing protocols at theardand inter-
domain levels.

M. VNs Addressing

The issue of routing is closely tied to that of thaddressing.
There are at least three aspects to addressindotigRRecall
our discussion
knowledge can be achieved even in distance-vectiogols
like RIP with one minor modification. In the absenaf this
modification, intra-domain vN-Bone construction ovelP
would have to be implemented along the lines of ititer-
domain vN-Bone constructiomge., through explicit neighbor
discovery leveraging anycast for the initial bo@pt 4Note
that this use of anycast is only possible for a ifelthat isn’t
yet actively advertising the anycast. Otherwises #nycast
route would simply loop back to the initiator. bensidered:
(1) the format or structure of addresses, (2) atdafiocation
and, (3) advertising addresses into the routingdab

In today’s Internet, the allocation and advertiseimef an
endhost’s IPv4 address is handled by its local sscpeovider.
If future IPVN architectures adopt a similar modélen
supporting universal access raises the questiohoaf an
endhost might obtain an IPvN address if its acqassider
does not yet support IPvN. A possible solutionnglthe lines
proposed in RFC 3056 [34], is to have the endhesiba itself
a unique IPvN address. This can be done, for examnipl
using one address bit to indicate such “self adiing$ and
deriving the remaining IPvN address bits from thelhost’s
unique IPv(N-1) address. Note that these self-abae are
very likely temporary and such endhosts will havedlabel if
and when their access providers do adopt IPvN. [Ehiges us
then with the question of how such temporary IPdrasses
are advertised and routed on. We explore this guesh
detail in the discussion on routing that followsndily, we
note that this need or self-addressing arisekercase where
address assignment is handled by an endhost’s pocgider.

routers within its domain.3 The intradomain vN-Bone More genera”y however' we p|ace no particu|ar t@mnsts on

topology can then be constructed through simplesralich as:

the addressing structure or allocation policy at{generation

every IPVN router picks itis closest IPVN routers as neighbors |pyN may adopt.

on the vN-Bone. In the event that such rules letals
partitions, these can be easily detected and expdiecause
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Routing. In considering routing on this virtual network, we
have to do so at two levels:

* routing between IPvN routers on the vN-Bone, and

* routing between any two IPvN endhosts

The two issues are closely related — given thataltd route
between IPVN routers, routing between two IPVN esthh is
primarily a question of how we find the appropriatgress
and egress IPvN routers for a given source andnddisin
IPVN endhosts. Note that most discussions of rgutivhether
application layer as in overlays, or at the IPvéoek layer,
need not distinguish between the two cases abdweciirrent
network layer assumes that an endhost’s ingresegogss
router is simply its access router and hence tisisndtion in
unnecessary. Unfortunately, our need for univerd@nt
access under partial IPvN deployment makes thignagson
invalid (at the IPvN layer). Proposed overlay-basedting
systems [9, 20] on the other hand, assume some &rm
higher-layer é.g, DNS) or out-of-band translation between an
endhost identifier and its “attachment” point ire tbverlay.
This translation can be invoked prior to communaat
between two endhosts and hence the issues of gaogitwveen
endhosts is easily mapped to that of routing betwteo
overlay routers. In our case however, there ar@raber of
reasons why we might not want to make a similaumgsion.
First, endhosts are not assigned explicit attachmeimts in
the vN-Bone. Moreover, an endhost might have dsffier
attachment points depending on the network locatibthe
endhost it is communicating with and these attactirpeints
will change as deployment spreads. Most importartthys
option raises issues similar to those with appbcatevel
redirection (Section 2.2) — given our self-imposetlictance
to assume the introduction of new services, ittistéar who
can effect this translation or how, because doimgwsuld
require intimate knowledge of the state of IPvNIdgment.

Between routers:The topology construction in Section 3.3.1
described the global vN-Bone as composed of inbraain
vNBone topologies interconnected by inter-domainngls.
Given this topology, establishing routes betweerNIPouters
is achieved by IPvN routing protocols and will tldepend on
the specifics of a particular IPvN. The space obgiue
routing solutions here is fairly unconstrained zes participant
nodes are all IPvN routers. In the discussion thidows, we
assume the existence of separate intra and intesiolPvN
routing protocols but assume no specific routingoathm.
For simplicity, we use the notation BG- 319

N. Forwarding

We now briefly review the end-to-end data path taky a
packet. Assume IPv(N-1) is the current ubiquitousiployed
version of IP, IPvN is the next generation IP atidiRvN
routers form a virtual vN-Bone. We ugen—1 to denote the
IPv(N-1) anycast address assigned to the deployofdfvN.
Then, end-to-end forwarding of an IPvN packet wodss
follows:
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* the source S encapsulates the IPVN packet in a(N{Py
header with destinatioAn-1.

* using anycast, the packet is forwarded over ledg@e¢N- 1)
routers to the closest IPvN router, R1.

* R1 strips off the IPv(N-1) header, processes thekgtaas
needed, looks up the next hop (R2) to the destinatsing the
vN-Bone forwarding tables, and forwards the padkeR2,
once again encapsulating the packet in an IPv(ReBder if
required.

« this is repeated until the packet reaches the egif@gN
router which tunnels the packet through to theidagon.

In addition, the source, either through configunatior an
ARPIlike protocol, discovers whether its first hoputer
supports IPvN

and, if so, does not encapsulate the packet. Sigpilavery
intermediate router will only invoke encapsulatibrits next
hop IPVN router is not an immediatee( physical layer)
neighbor. Thus, as deployment spreads, the useviNi1) is
gradually phased out.

O. Source Specific Multicast

The previous section presented an overall framework
evolvability based on the use of IP Anycast. Iis thgction, we
take IP Multicast as an example of a new IP seraim work
through its deployment under this framework. Indsing, we
quite deliberately do not attempt to innovate om details of
the multicast protocols themselves; instead we t&kisting
standards and describe how our framework might cuphpeir
deployment. We focus our discussion on the deploynoé
source-specific multicast. A detailed descriptidrdeploying
any-source multicast which uses a somewhat largie f
protocols (IGMP, MSDP, MBGP, PIM-SM and PIM-DM),
while we believe would follow along similar lineis, beyond
the most masochistic tendencies of the authors.

Source Specific Multicasgource Specific Multicast (SSM), a
restricted form of the more general IP Multicasvem [38],
provides one-to-many packet delivery between agdesed
source node and zero or more receivers [39]. Ameefby
RFC 3569 [40] and Holbrook [29, 41], source-specifi
multicast is implemented through the combined ubehe
Internet Gateway Multicast Protocol (IGMP) [42] ard
reduced form of Sparse Mode PIM (Protocol Indepahde
Multicast), denoted PIM-SSM. Through IGMP, a Desitu
Router (DR) on a local network tracks group mentieren
each of its network interfaces and participatethnwide-area
multicast routing on behalf of the endhosts onnigswork.
PIMSSM is then used to construct a tree rootedhetsburce
DR to all receivers’ DRs. For simplicity, we usedbosts to
mean their DRs and focus only on the mechanichefaide-
area routing. In SSM, a multicast group, calledhanne] is
defined by the combination (S,G) of a multicastupraddress
(G) and the unicast address (S) of the source. S&¥
receiver interface supports joining and leaving frmel
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(subscribe(S,G),unsubscribe(S,G)). A subscribeltsedno a
JOIN message being routed toward S, setting upngstate
for the new receiver at every point along the patiil the
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